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Abstract—This paper presents a novel binary backtracking search algorithm (BBSA) for an optimal scheduling controller applied to the IEEE 14-bus test system for controlling distributed generators (DGs) in microgrids (MGs) in the form of virtual power plant (VPP) toward sustainable renewable energy sources integration. The VPP and MGs models are simulated and tested based on real parameters and loads data recorded in Perlis, Malaysia, employed on each bus of the system for 24 h. BBSA optimization algorithm provides the best binary fitness function, i.e., global minimum fitness for finding the best cell to generate the optimal schedule. The fitness function is generated based on real conditions such as solar irradiation and wind speed and preparation of battery charge/discharge, fuel states and demand of the specific hour. The obtained results show that the BBSA algorithm provides the best schedule to control DGs ON and OFF based on controller decision. Results obtained from the BBSA are compared with binary particle swarm optimization in terms of objective function and power saving to validate the developed controller. The developed BBSA optimization algorithm minimizes the power generation cost, reduces power losses, delivers reliable and high-quality power to the loads, and integrates priority-based sustainable MGs into the grid. Thus, VPP can enable efficient integration of DGs and MGs into the grid by balancing their variability.

Index Terms—Binary backtracking search algorithm (BBSA), microgrid (MG), scheduling controller, virtual power plant (VPP).

I. INTRODUCTION

The fossil fuel depletion and carbon emission problems of the conventional power generation have a huge impact toward renewable energy sources (RES) power generation. The coordination between the RES and the existing systems is necessary as RES generation depends on weather conditions and types of fuel. The coordination and integration of RES in forms of microgrids (MGs) could be tackled by developing virtual power plant (VPP) in order to supply quality power and add value for the power system networks [1]. VPP is an energy aggregator which combines a portfolio of small RES units to form a MG that acts as a unified and capable of being visible or manageable on an individual basis [2], [3]. The MGs in VPP can increase network efficiency, reduce cost and risk, deliver energy needed and peak load, and reduce emissions [4]. However, energy management and integration into grid are the major issues of the existing MGs [5].

A number of research works have been discussed on MG controller, energy management and integration either in grid-connected mode or islanded mode. For example, in grid-connected modes, controllers are used to control and inject power to the main grid depending on the power generation, local demand, and market policies [6]–[8]. However, in this mode, master power and power quality issues are the main challenges for the controllers [9]. Intelligent controllers are used in energy management strategies to ensure the smooth transition of MG operation in both grid-connected and islanded mode and also to control the energy price of MGs [10], [11]. The neural and fuzzy-based intelligent controllers perform well; however, they need huge optimized data as well as trial-and-error procedures for setting controller parameters.

To solve the aforementioned issues, MG controllers are utilized with optimization to predict and smooth MG operation to ensure control accuracy, reliability, and minimization of cost [12]. For example, ant colony optimization, genetic algorithm (GA), and evolutionary algorithms have been used to minimize the generation cost and emission, increase load balance and reliability [13], [14]. However, to find the best fitness value, the algorithms are facing parameter complexities and coding difficulties [15], [16]. Agent-based particle swarm optimization (PSO) and binary PSO (BPSO) have been used in MGs for...
designing filter, controlling power flow, and regulating voltage and frequency to reduce cost, power losses, improve steady-state responses, solve unit commitment and multiobjective uncertainty problems [17]–[19]. However, PSO has a severe drawback which is always hang on the first local global minimum and inefficient for multiobjective models. The backtracking search algorithm (BSA) has the capability of solving multimodal problems and can avoid the local global minimum trap [20], [21]. However, BSA is hampered by the unrealistic assumptions of the distribution problems [20]. To solve the unrealistic constraint, binary BSA (BBSA) is to be developed in this research to search for the optimal schedule.

Scheduling ON and OFF of the DGs are the essential process for MG operation [22]. Accordingly, symbiotic organisms search and dolphin echolocation optimization algorithms are used for MGs scheduling [23]. In [24], optimal schedules of distributed generations are utilized to the super short-term load forecasting. However, in conventional and initial schedule, optimization methods did not use to tackle scheduling operation.

In this study, a novel BBSA optimization algorithm is utilized to search the best optimal schedule for VPP and MGs integration to main grid for 24 h. The optimization process is done in 100 iterations to run the VPP system to search for the best schedule in order to get the target objective. The concepts of VPP and MGs integration would scale up the implementation of DGs into the main grid as well as allow more profitable access of electricity markets.

II. MG AND VPP SYSTEM MODELING

VPP is a multitechnology unit connected with smart devices, and advanced communication and information technology systems. A VPP is essentially an aggregated parcel of energy savings and energy efficiency of DG [25]. IEEE 14-bus system is implemented in MATLAB/Simulink using real loads in each bus and actual distribution line impedances. Five MGs are proposed to be included in this system to feed the loads each specific bus. The modeling is also included the development of the MG system involving five renewable and nonrenewable sources.

A. IEEE 14-Bus System

The IEEE 14-bus system is a distribution system which contains sources and loads at per unit value as shown in Fig. 1. In this research, the system is converted into actual values to feed the actual power in the controller. In the original system, there were two main generators at Buses 1 and 8; however, the system is modified and fixed with one generator at Bus 1 which is considered to be the national grid. The national grid is connected to Bus 1 to supply 200 MW of power to the whole system through the main substation transformer rated 33 kV/11 kV, 50 Hz. Each bus bar is connected to one or more bus to increase the reliability of the system including the impedance of $R$, $X_L$, and $X_C$ and the maximum peak load of active and reactive power of the IEEE 14-bus as shown in Table I.
### Table I: Distribution Impedance and Peak Loads for the IEEE 14-Bus System

<table>
<thead>
<tr>
<th>Bus</th>
<th>$R$ (Ω)</th>
<th>$X_L$ (Ω)</th>
<th>$X_C$ (Ω)</th>
<th>$P$ (MW)</th>
<th>$Q$ (MVAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–2</td>
<td>0.0234498</td>
<td>0.0715957</td>
<td>0.063880</td>
<td>No load</td>
<td>No load</td>
</tr>
<tr>
<td>1–5</td>
<td>0.0653763</td>
<td>0.2698784</td>
<td>0.071632</td>
<td>2</td>
<td>15.29507</td>
</tr>
<tr>
<td>2–3</td>
<td>0.0568579</td>
<td>0.2395437</td>
<td>0.052998</td>
<td>3</td>
<td>68.03108</td>
</tr>
<tr>
<td>2–4</td>
<td>0.0703131</td>
<td>0.2133472</td>
<td>0.045254</td>
<td>4</td>
<td>35.13784</td>
</tr>
<tr>
<td>2–5</td>
<td>0.0689095</td>
<td>0.2103948</td>
<td>0.041140</td>
<td>5</td>
<td>5.4860295</td>
</tr>
<tr>
<td>3–4</td>
<td>0.0810821</td>
<td>0.2069463</td>
<td>0.041866</td>
<td>6</td>
<td>7.8513428</td>
</tr>
<tr>
<td>4–5</td>
<td>0.0161535</td>
<td>0.0509531</td>
<td>0.015488</td>
<td>7</td>
<td>No load</td>
</tr>
<tr>
<td>4–7</td>
<td>0</td>
<td>0.2530352</td>
<td>0</td>
<td>8</td>
<td>No load</td>
</tr>
<tr>
<td>4–9</td>
<td>0</td>
<td>0.1311211</td>
<td>0</td>
<td>9</td>
<td>20.8230156</td>
</tr>
<tr>
<td>5–6</td>
<td>0</td>
<td>0.3049442</td>
<td>0</td>
<td>10</td>
<td>6.3194056</td>
</tr>
<tr>
<td>6–11</td>
<td>0.1149258</td>
<td>0.2406969</td>
<td>0</td>
<td>11</td>
<td>2.47821826</td>
</tr>
<tr>
<td>6–12</td>
<td>0.1487211</td>
<td>0.3095301</td>
<td>0</td>
<td>12</td>
<td>4.38893102</td>
</tr>
<tr>
<td>6–13</td>
<td>0.0800415</td>
<td>0.1576267</td>
<td>0</td>
<td>13</td>
<td>9.61070106</td>
</tr>
<tr>
<td>7–8</td>
<td>0</td>
<td>0.2131415</td>
<td>0</td>
<td>14</td>
<td>10.6709611</td>
</tr>
<tr>
<td>7–9</td>
<td>0</td>
<td>0.1331121</td>
<td>0</td>
<td>15</td>
<td>10.508263</td>
</tr>
<tr>
<td>9–10</td>
<td>0.0384901</td>
<td>0.1022450</td>
<td>0</td>
<td>16</td>
<td>10.6709611</td>
</tr>
<tr>
<td>9–14</td>
<td>0.1538031</td>
<td>0.3271598</td>
<td>0</td>
<td>17</td>
<td>10.6709611</td>
</tr>
<tr>
<td>10–11</td>
<td>0.0992805</td>
<td>0.2324047</td>
<td>0</td>
<td>18</td>
<td>10.6709611</td>
</tr>
<tr>
<td>12–13</td>
<td>0.2673132</td>
<td>0.418548</td>
<td>0</td>
<td>19</td>
<td>10.6709611</td>
</tr>
<tr>
<td>13–14</td>
<td>0.2068253</td>
<td>0.4211042</td>
<td>0</td>
<td>20</td>
<td>10.6709611</td>
</tr>
</tbody>
</table>

The system contains nine loads located at bus 2, bus 3, bus 4, bus 5, bus 6, bus 9 bus 10, bus 11, bus 12, bus 13, and bus 14, respectively. Every bus bar represents a feeder to a specific loading area demand. Each load in the system relays on a scaled load curve based on practical industrial and official load demand recorded in February 2016 in Perlis, Malaysia. Fig. 2 shows the hourly average load curve for each load bus in IEEE 14-bus test system.

#### B. Development of the MG System

According to the IEEE Standard 1547.4 [26], the operation and reliability of a distribution system can be improved by splitting it into multiple MGs. Therefore, five MGs are proposed and installed in the system at bus 5, bus 6, bus 10, bus 11, and bus 13, respectively, to enhance the system reliability, power quality and to reduce the transmission line losses as shown in Fig. 1. Each MG location is selected based on the loads on that bus which is less than 10 MW. This is because MG has the ability to sustain the reliable power if in case of emergency or outage in the main grid or individual buses. Each of these MGs comprised five microsources such as photovoltaic (PV), wind turbine (WT), fuel cell (FC), diesel generator, and battery storage as shown in Fig. 3.

Each MG supplies 10 MW with 415 V and 50 Hz to the chosen bus for a size consideration which has the capacity to cover that bus load in case of island mode. All five MGs have the same size, number of sources, and sizes of each resource. In the MG, all the sources are connected to ac bus in which some sources use dc-to-ac inverter such as PV, FC, and battery storage while others use ac-to-ac converter such as WT and diesel generator, respectively. Each source that participate in the system is based on optimized binary scheduled controller decision upon considering weather conditions, loading, battery status, fuel and kW·h price, respectively. Table II shows the types of sources, its capacity, and fuel for the MG of the VPP.

The management and control of the RES such as PV and WT depends on the existence of the solar irradiance and wind speed, respectively. In this work, Tenaga Nasional Berhad Research provides the real data of solar irradiance and wind speed which were recorded for a year. An hourly average has been used in the controller as shown in Fig. 4(a) and (b), respectively.
optimization algorithm is the best way to develop such scheduling controller without any human expectations. BBSA algorithm is one of the good optimization methods similar with other evolutionary optimization algorithm such as GA and PSO [20]. Optimization algorithms are basically used to get best results available in the search space. A good optimization algorithm is one which does not get stuck in the local minimum and gets the most optimized values. BBSA is a dual-population algorithm that has a random mutation strategy to find only one individual direction for each individual target. Moreover, BBSA has a simple structure which is easy to implement and does not depend much on the initial values in maximizing or minimizing the objective function in comparison to other revolutionary optimizations. The basic components of the optimization are input vectors, objective function formulation, and constraints. Each component is developed and clarified to obtain the optimal schedule.

1) Input Vector: BBSA optimization is designed by de-friending the input vectors. These input vectors are schedule matrix cell, maximum number of iteration, size of the population, number of problem dimension number of hours, and number of status, respectively.

2) Objective Function Formulation: An objective function is the main parts of the optimization model either to be maximized or minimized. In this algorithm, BBSA is designed to be a global minimizer. Thus, the functions of BBSA are explained into four stages such as initialization, selection, mutation, and selecting minimum fitness with global minimum for finding the best cell. The detail stages are explained in Section IV.

3) Constraints: A set of constraints are considered to control the objective function in order to find minimum value targeted by the end of last iteration. In BBSA, a set of conditions such as the status of grid power, solar irradiance, wind speed, energy price, and battery status are considered. The value of the matrix of the objective function is minimized while satisfying the constraints by the manipulation of the historical matrix and selecting minimum fitness after each try of the objective functions.

III. OPTIMAL SCHEDULING CONTROLLER

The VPP has a supervisory controller to schedule ON and OFF of the MGs based on DG conditions. The main task of the scheduling controller is to allow suitable source in the VPP sharing its power in an economically optimal dispatch to maintain the fulfillment of the load demands [27]. Since weather conditions are unstable due to variation of solar irradiation, wind speed, and temperature circumstance, an optimized online algorithm is very important to be used to define the energy availability and power dispatch signals to the loads. The proposed novel online BBSA algorithm plays a vital role in finding the best schedule for the VPP operation to minimize the operational cost, while delivering reliable and high-quality power to the loads.

A. Problem Formulation

To minimize the cost of the existing power network using small-distributed generations allocated in MGs areas is a problem. To solve the aforementioned issue, an intelligent scheduling controller is very attractive due its ability to control number of resources in the form of VPP. However, the conventional scheduling controller has difficulties in MG operation to ensure control accuracy, reliability, and minimization of cost. An
efficient distribution system, and uses the sustainable resources to be cost effective. The BBSA algorithm has several stages of initialization including conditions in which 20 population size are selected (each population is a cell i.e., schedule). The schedule concludes a matrix with 24 rows and 25 columns in which the initial condition makes random and binary cells.

A. Initialization

Initialization begins with creating a random decimal matrix, binary matrix population size and dimension. In initialization, some conditions, i.e., weather conditions and battery statuses are included to find the fitness value. Accordingly, the fitness functions of decimal population matrix and binary population matrix are calculated as follows:

\[ X_{h,s} = \text{rand.} \begin{bmatrix} X_{(1,1)} & \cdots & X_{(1,s)} \\ \vdots & \ddots & \vdots \\ X_{(h,1)} & \cdots & X_{(h,s)} \end{bmatrix} \]  
\[ XB_{h,s} = \text{rand.} \begin{bmatrix} XB_{(1,1)} & \cdots & XB_{(1,s)} \\ \vdots & \ddots & \vdots \\ XB_{(h,1)} & \cdots & XB_{(h,s)} \end{bmatrix} \]  

where \( X \) is a random decimal population matrix, \( XB \) is a random population binary matrix, \( h = 1, 2, 3, \ldots, 24 \), the number of hour and \( s = 1, 2, 3, \ldots, 25 \), the status of DG switch.

B. Creating Initialization Cells

Once initial random decimal and binary matrixes are created, the total of these matrixes need to be set in the form of cells in the group as in (4) and (5). The size is as population size which is \( \{oldX_1, oldX_2, \ldots, oldX_{20}\} \)

\[ XT_{(1,k)} = \begin{bmatrix} X_{(1,1)} & \cdots & X_{(1,s)} \\ \vdots & \ddots & \vdots \\ X_{(h,1)} & \cdots & X_{(h,s)} \end{bmatrix}_1^{(1,1)} \]

\[ \cdots \begin{bmatrix} X_{(1,1)} & \cdots & X_{(1,s)} \\ \vdots & \ddots & \vdots \\ X_{(h,1)} & \cdots & X_{(h,s)} \end{bmatrix}_1^{(1,k)} \]

\[ XTB_{(1,k)} = \begin{bmatrix} XB_{(1,1)} & \cdots & XB_{(1,s)} \\ \vdots & \ddots & \vdots \\ XB_{(h,1)} & \cdots & XB_{(h,s)} \end{bmatrix}_1^{(1,1)} \]

\[ \cdots \begin{bmatrix} XB_{(1,1)} & \cdots & XB_{(1,s)} \\ \vdots & \ddots & \vdots \\ XB_{(h,1)} & \cdots & XB_{(h,s)} \end{bmatrix}_1^{(1,k)} \]

where \( XT \) is the total of all \( X \) cells, \( XTB \) is the total of all \( XB \) cells, and \( k \) is population size counter and \( k = 1, 2, 3, \ldots, 20 \).

C. Creating a Historical Cells

Creating a historical cell is the same as initial of \( X \) and \( XTB \) repeating the same process of a historical random decimal matrix and historical binary matrix represented by \( oldX \) and \( oldXB \) to determine the historical population and calculating the search direction as follows:

\[ oldX_{(h,s)} = \text{rand.} \begin{bmatrix} oldX_{(1,1)} & \cdots & oldX_{(1,s)} \\ \vdots & \ddots & \vdots \\ oldX_{(h,1)} & \cdots & oldX_{(h,s)} \end{bmatrix} \]  
\[ oldXB_{(h,s)} = \text{rand.} \begin{bmatrix} oldXB_{(1,1)} & \cdots & oldXB_{(1,s)} \\ \vdots & \ddots & \vdots \\ oldXB_{(h,1)} & \cdots & oldXB_{(h,s)} \end{bmatrix} \]  

where \( XB \) is the historical decimal matrix, and \( oldXB \) is the historical binary matrix.

Again once initial historical random decimal and binary matrixes are created, the total of these matrixes needs to be set in the form of cells in the group as in (8) and (9). The size is as population size which is \( \{oldX_1, oldX_2, \ldots, oldX_{20}\} \)

\[ oldXT_{(1,k)} = \begin{bmatrix} oldX_{(1,1)} & \cdots & oldX_{(1,s)} \\ \vdots & \ddots & \vdots \\ oldX_{(h,1)} & \cdots & oldX_{(h,s)} \end{bmatrix}_{(1,1)} \]

\[ \cdots \begin{bmatrix} oldX_{(1,1)} & \cdots & oldX_{(1,s)} \\ \vdots & \ddots & \vdots \\ oldX_{(h,1)} & \cdots & oldX_{(h,s)} \end{bmatrix}_{(1,k)} \]  

\[ oldXTB_{(1,k)} = \begin{bmatrix} oldXB_{(1,1)} & \cdots & oldXB_{(1,s)} \\ \vdots & \ddots & \vdots \\ oldXB_{(h,1)} & \cdots & oldXB_{(h,s)} \end{bmatrix}_{(1,1)} \]

\[ \cdots \begin{bmatrix} oldXB_{(1,1)} & \cdots & oldXB_{(1,s)} \\ \vdots & \ddots & \vdots \\ oldXB_{(h,1)} & \cdots & oldXB_{(h,s)} \end{bmatrix}_{(1,k)} \]  

where \( oldXT \) is the total of all historical \( oldX \) cells, \( oldXTB \) is the total of all \( oldXB \) cells, and \( k \) is population size counter and \( k = 1, 2, 3, \ldots, 20 \).

Computing fitness functions for each population \( (Fit_a) \) and history population \( (Fit_b) \), the best of them is chosen by a compression as follows:

\[ \text{if } Fit_a < Fit_b \text{ then } oldXT = XT. \]  

D. Mutation

This process is used to create a new population that designates the initial and historical population represented by the mutant value of trial population as follows:

\[ T_{(i)} = XT + 3 * \text{randn} \ (oldXT - XT) \]
where \( T \) is the trial population, \( XT \) is total cells for the trial population, and \( oldXT \) is the total cells for historical of trial population.

### E. Converting to Binary

Converting the decimal cells to binary cells (0 or 1) using sigmoid function is expressed as follows:

\[
sigmoid \left( T_{(i)} \right) = \frac{1}{1 + e^{-T_{(i)}}} \tag{12}
\]

If \( sigmoid > rand \) then \( TB_{(i)} = 1 \) else \( TB_{(i)} = 0 \). \( \tag{13} \)

Then, the simulation runs with the current cell to provide the system with binary matrix in which 0 means the specific DG is OFF and 1 means the specific DG is ON. In each run, the fitness function which is minimum cost is calculated as follows:

\[
MC = \left( \frac{3}{2} IV * p.f * RM/MW \cdot h \right) \tag{14}
\]

where \( MC \) is the minimum cost, \( I \) is total current, \( V \) is voltage, \( p.f \) is the power factor, and \( RM/MW \cdot h \) is energy price per hour.

The minimum cost is equalized with the total fitness function and then compared with the trial function to find the minimum total cells at every loop

\[
FitT_{(i)} = MC \tag{15}
\]

If \( FitT_{(i)} < Fit_{a(i)} \) then \( Fit_{a(i)} = FitT_{(i)} \)

\[
XTB_{(i)} = TTB_{(i)} \tag{16}
\]

\[
XTD_{(i)} = T_{(i)} \tag{17}
\]

where \( FitT \) is the fitness function, \( Fit_{a} \) is a trial fitness function, \( XTB \) is the total historical binary matrix, and \( TTB \) is the total binary cells.

### F. Best Cells

In this stage, an important comparison is done between the population and trial population to obtain the best population \( TB_{(X_{best})} \) as well as the fitness value, \( Fit_{a} \) as in (19) and (20). Thus, the output of the proposed BBSA optimization provides an optimal schedule to control the VPP and MG integration toward sustainable energy management. The proposed controller is represented in pseudocode which shows that how the developed BBSA algorithm searches for the optimal schedule by the optimization scheduling controller as shown in Fig. 5. The developed controller can search for the best schedule and can control hundreds of renewable and nonrenewable resources with the conditions and limitation set in the algorithm conditions, for example (weather, storage, price, and grid status conditions)

\[
globalminimum = \min (Fit_{a}) \tag{19}
\]

\[
globalminimizer = XTB_{(X_{best})} \tag{20}
\]

---

**Pseudo-Code of the proposed BBSA based optimal scheduling controller**

**Input:** \( X \) (Schedule matrix), \( N \) (maximum number of iteration), \( D \) (The size of the population), \( G \) (grid power status), \( R_i \) (solar irradiance), \( W \) (wind speed), \( E \) (Energy price), \( B \) (Battery status).

**Output:** \( globalminimum, globalminimizer, MC \) (fitness function).

// **INITIALIZATION**

- Determine population \( XB_{(0)} \) initializes a new position of agents in the search space, randomly.
- for \( k \) from 1 to \( N \) do
  - if \( k \) from 1 to \( h \) do
    - if \( X_{(k,i)} > rand \) then \( XB_{(0)} = -1 \) else \( 0 \) end end end

- Set Conditions: Set weather, storage, price and grid status conditions in the population \( XB \)
- \( X_{(k,i)} = (X) \)
- \( XTB_{(0)} = (XB) \)
- \( Run Simulink (XB) \)
- \( Fit_{a(i)} = MC \)

// **CREATING A HISTORICAL CELLS**

- Determine historical population \( oldXB_{(0)} \) initializes the position of agents in the search space, randomly.
- for \( k \) from 1 to \( N \) do
  - \( oldX_{(k,i)} = rand (h,s) \)
- for \( i \) from 1 to \( h \) do
  - if \( oldX_{(i)} > 0.5 \) then \( oldXB_{(0)} = 1 \) else \( 0 \) end end end

// **SELECTING THE BEST CELL**

- Set conditions: Set weather, storage, price and grid status conditions in the population \( oldXB \)
- \( Xold_{(k,i)} = (oldX) \)
- \( oldXTB_{(0)} = \{oldXB\} \)

- for iteration from 1 to \( l \) do
  - if \( rand < rand \) then \( oldXT = XT \) end

- for \( i \) from 1 to \( h \) do
  - if \( oldX_{(i)} > 0.5 \) then \( oldXB_{(0)} = 1 \) else \( 0 \) end end end

// **MUTATION**

- Recombination mutation using trial population \( T \)
- for \( i \) from 1 to \( N \) do
  - \( T_{(i)} = XT_{(i)} + 3 \cdot \text{randn} (oldXT_{(i)} - XT_{(i)}) \)
- end

- determine fitness\( T \)
- for \( n \) from 1 to \( N \) do
  - if \( \text{fitness}(T) < \text{fitness}(a) \) then \( \text{fitness}(a) = \text{fitness}(T) \)

- for \( n \) from 1 to \( m \) do
  - \( sig = 1/(1 + \exp(-T(n)(m))); \)
  - if \( sig > rand \) then \( TB_{(0)(m)} = 1 \) else \( 0 \) end
- end end end

- Set conditions: Set weather, storage, price and grid status conditions in the population \( TB_{(0)(m)} \)
- \( Run Simulink (TB_{(0)(m)}) \)
- \( Fit_{T}(i) = MC \)

- for \( n \) from 1 to \( N \) do
  - if \( \text{fitness}(T) < \text{fitness}(a) \) then \( \text{fitness}(a) = \text{fitness}(T) \)

- for \( n \) from 1 to \( m \) do
  - if \( TB_{(0)(m)} = 1 \) then \( TTB_{(0)(m)} = TTB_{(i)} \)

- end end

- Equalizing minimum fitness with global minimum for finding the best cell
- \( globalminimum = \min (fit_{a}) \)

- \( globalminimizer = XTB_{(X_{best})} \)

**Fig. 5.** Pseudocode of the proposed EMS for optimal schedule.
TABLE III
DG Numbers and Source Types

<table>
<thead>
<tr>
<th>MG</th>
<th>DG numbers</th>
<th>DG Source type</th>
</tr>
</thead>
<tbody>
<tr>
<td>MG1</td>
<td>DG1–DG5</td>
<td>Diesel Gen</td>
</tr>
<tr>
<td>MG2</td>
<td>DG6–DG10</td>
<td>PV</td>
</tr>
<tr>
<td>MG3</td>
<td>DG11–DG15</td>
<td>WT</td>
</tr>
<tr>
<td>MG4</td>
<td>DG16–DG20</td>
<td>SOFC</td>
</tr>
<tr>
<td>MG5</td>
<td>DG21–DG25</td>
<td>Battery</td>
</tr>
</tbody>
</table>

where min(Fit_{\text{opt}}) is the minimum fitness function, and X_{\text{best}} is the best location of the best cell which is the targeted optimal solution.

V. RESULTS AND DISCUSSION

This section includes MG setup, scheduling controller performance, and the cost-effective evaluation of the proposed algorithm. The main highlights of the obtained results are the best schedule, fare comparison of without and with optimization, and a cost-effective evaluation to show how the proposed BBSA-based scheduling controller of the VPP and MG reduce the consumption and increase the profit using only sustainable resources on demand.

A. MG Setup

The VPP includes five MGs and each MG includes five DGs. Table III shows the MG, each MG involved with DGs, numbers, and source types of DG. This VPP system runs for one day with change in real load data on hourly basis. In each change, the developed BBSA for the scheduling controller tries to cover the load with sustainable available energy from the MGs and the DGs throughout the system.

B. Optimal Scheduling Controller Performances

The BBSA optimal scheduling controller of the VPP is run hundred iterations to achieve the best schedule to reduce the total power by connecting available sustainable MGs or DG as shown in Fig. 6. It is seen that the proposed BBSA reduces the amount of power to 11 577 MW compared to BPSO which could reduce the main power to 12 083 MW. In this case, BBSA outperforms the BPSO performance in reducing amount of power. Both of these optimizations reduce the power to unexpected limits. However, in compared to the initial optimization which is almost impossible with normal trial-and-error process.

The BBSA optimization algorithm generates binary schedule of 0 for OFF state and 1 for ON state of the specified DG on the specific hour in the schedule. The obtained best schedule is achieved after 4000 tries of initiations and iterations stages to settle the optimal energy management. Fig. 7 shows the ON and OFF states of the DGs in the MG for 24 h which is considered as the best schedule obtained by the BBSA algorithm. Each spot in Fig. 6 represents ON state while the empty space represents the OFF state. Thus, the energy management of 25 DGs, i.e., VPP clearly represents turning DGs ON and OFF with a consideration of weather conditions, battery charge/discharges, fuel states and demand of the specific hour.

The best schedule is obtained by the BBSA which shows that the behavior of each MG and each source is unique which in turn tested in IEEE 14-bus system with MGs. Fig. 8–12 show the power for MG1–MG5 act at bus 5, bus 6, bus 10, bus 11, and...
Fig. 9. DGs and MG power for MG2 at bus 6 using BBSA.

Fig. 10. DGs and MG power for MG3 at bus 10 using BBSA.

Fig. 11. DGs and MG power for MG4 at bus 11 in case of BBSA.

The power in the system either decreases or increases is based on the controller decision which rely on the developed optimal schedule. However, the scheduling controller is responded based on the available resources and the market price. When the markets are very low, the DG units go to OFF and the specific bus consumer imports power from national grid besides the priorities of the sustainable sources. Power demand of each MG in the corresponding bus shares with the main power is controlled by the controller of VPP.

Fig. 12. DGs and MG power for MG5 at bus 13 in case of BBSA.

Fig. 13. Main grid power at bus 1 compared with, without MGs and with BBSA and BPSO algorithms.

bus 13, respectively. Each figure includes six signals in which the first five signals are the power from DGs and the last is the total power for the MG.

Fig. 14. DGs and MG power for MG4 at bus 11 in case of BBSA.

Fig. 15. DGs and MG power for MG5 at bus 13 in case of BBSA.

Fig. 16. DGs and MG power for MG6 at bus 6 in case of BBSA.

Fig. 17. DGs and MG power for MG7 at bus 10 in case of BBSA.

Fig. 18. DGs and MG power for MG8 at bus 11 in case of BBSA.

Fig. 19. DGs and MG power for MG9 at bus 13 in case of BBSA.

Fig. 20. DGs and MG power for MG10 at bus 1 in case of BBSA.

Fig. 21. DGs and MG power for MG11 at bus 2 in case of BBSA.

Fig. 22. DGs and MG power for MG12 at bus 3 in case of BBSA.

Fig. 23. DGs and MG power for MG13 at bus 4 in case of BBSA.

Fig. 24. DGs and MG power for MG14 at bus 5 in case of BBSA.

Fig. 25. DGs and MG power for MG15 at bus 6 in case of BBSA.

Fig. 26. DGs and MG power for MG16 at bus 7 in case of BBSA.

Fig. 27. DGs and MG power for MG17 at bus 8 in case of BBSA.

Fig. 28. DGs and MG power for MG18 at bus 9 in case of BBSA.

Fig. 29. DGs and MG power for MG19 at bus 10 in case of BBSA.

Fig. 30. DGs and MG power for MG20 at bus 11 in case of BBSA.

Fig. 31. DGs and MG power for MG21 at bus 12 in case of BBSA.

Fig. 32. DGs and MG power for MG22 at bus 13 in case of BBSA.

Fig. 33. DGs and MG power for MG23 at bus 1 in case of BBSA.

Fig. 34. DGs and MG power for MG24 at bus 2 in case of BBSA.

Fig. 35. DGs and MG power for MG25 at bus 3 in case of BBSA.

Fig. 36. DGs and MG power for MG26 at bus 4 in case of BBSA.
Fig. 14. Power of bus 6 compared with, without MGs and with BBSA and BPSO algorithms.

Fig. 15. Power of bus 14 compared with, without MGs and with BBSA and BPSO algorithms.

Fig. 16. Power saved for 24 h when applying the optimal schedule.

in the line and increases the reliability to the power system. Similarly, Fig. 15 shows the power at bus 14 considering with and without MGs, BBSA and BPSO algorithms. As the bus 14 is not connected with MG, it is seen that the power signal for all cases are smaller and track the load curve line as in Fig. 2 for bus 14.

C. VPP Cost-Effective Evaluation

The BBSA searches an optimal solution providing a digital signal to each source in the network to minimize cost and prevent building new plant by optimizing the available existing sources in the distribution network. Energy consumption is calculated for the energy $E$ in megawatt-hours (MW·h) per day and the electricity cost is also calculated per day in Ringgit as follows [28]:

$$E_{(MW \cdot h/day)} = \frac{P(W) \times t(h/day)}{1000000(W/MW)}$$  \hspace{1cm} (21)

$$Cost\ (RM/day) = \frac{E_{(MW \cdot h/day)} \times Cost_{(cent/MW \cdot h)}}{100(cen/RM)}$$ \hspace{1cm} (22)

where $E$ is energy per day, $P$ is the actual power, $t$ is the time, and Cost is energy cost per day.

The Malaysian Tariff rates for domestic consumer are varying from 21.8 to 57.10 cent/kW·h depending on the consumption [29]. However, 43.7 cent/kW·h is the average of this energy pricing. Fig. 17 shows the energy cost for one day from the main power connected with MGs, without MGs, and MG with optimal scheduling controller using BBSA. Fig. 18 shows the total cost saved for 24 h in case of using MGs and applying the BBSA algorithm on the MGs.

VI. CONCLUSION

A novel BBSA optimized scheduling controller is proposed in IEEE 14-bus system which includes MGs to form VPP toward RES integrations. The obtained results show that the BBSA optimized controller can generate a priority-based optimal schedule.
for MG integration in 24 h. A detail comparison on energy sav-
ing and cost reduction is investigated between VPP connected
with MGs, without MGs, and MG with optimal scheduling con-
trollers. The optimal scheduling controller addresses the short-
comings of the existing controller and investigates means of
integrating MGs in a VPP. The main contribution of the pro-
posed optimal scheduling controller is to control and coordinate
the power flows in each MG to reduce the generation cost and
data losses, save the power, and increase the reliability. Thus,
BBSA is suitable for distribution system problems associated
with growth in electricity consumption, cost of new generation,
and recovering the utility risk.
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