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Rafael López-Luque
Department of Applied Physics, Universidad de Córdoba, Córdoba, Spain
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Preface

This book provides a study of the advances in renewable energies, focusing on
solar and wind energies. It is aimed at researchers and experts who want to
develop novel results in this exciting subject, as well as newcomers to renewable
energies. The book presents explanations about the principle of the solar and wind
energies generation and provides ideas for new research applications. Special
emphasis is given to the recent innovative applications of solar and wind energies
to provide electrical energy, especially on the power control, and the optimum use
of energy.

The text is presented in such a way to be accessible to researchers with basic
knowledge in renewable energies. The book is divided into two parts: solar and
wind energies. Each chapter of the book is devoted to a particular problem, as
follows:

• Solar energy
• Principle and design of solar cells and modules
• Site selection for installing photovoltaic (PV) plants
• Forecast of solar energy
• Maximum Power Point Tracking (MPPT) techniques under normal and

shading operation
• Distributed MPPT techniques
• Smoothing control of PV power
• Faults detection and diagnosis in PV plants
• Energy management and economic study of hybrid PV systems
• Application of PV energy in irrigation
• Application of PV energy in water pumping
• Management strategies for the optimum use of the PV energy
• Organic Rankine Cycle for generating electricity based on solar concentrators
• Thermal and solar cookers

• Wind energy
• Wind energy facts
• Doubly-fed induction generator (DFIG) in wind energy conversion
• Wind turbine emulator

These points have been studied in depth by the authors and illustrated using ex-
amples. The results are compared with previous results of the literature, whenever is
possible. The book contains around (320) figures and (822) compiled references.

This book will open up several interesting research lines, as the results provided
can be extended to other problems such as:

• Climatic parameters: prediction and its effect on the power generated
• Integration of PV and wind energies into the grid
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• Faults detection, identification, and correction in PV plants
• Net zero energy buildings
• Economic studies of the viabilities of renewable energies

The Editor
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Introduction

The exponential growth of industrialization and economic development increases
the demand to energy [1]. Energy resources are classified into three categories: the
fossil fuels, the renewable resources, and the nuclear resources [2]. While nuclear
energy produces toxic substances that threat the human health and the environment
and requires the use of huge quantity of water [3], the fossil fuels are limited, their
price is variable, and they generate emissions, which cause global warming and
climate change [4]. This situation is the main driving force behind the use of
renewable energy sources (RESs) [5]. In fact, RESs can be defined as clean sources
of energy that minimizes environmental impacts, produces minimum or zero
secondary wastes, and is sustainable based on the energetic, economic, and social
needs [6]. Indeed, the RES is characterized by the diversity in energy supply
options [7], less dependence on fossil fuels [8], the increase in net employment,
the creation of export markets [9], the reduction in greenhouse gas emissions,
and climate change [10,11]. RESs include, among others, solar, wind, geothermal,
biomass, hydropower, and marine energies [12,13].

According to the report of the International Energy Agency (IEA) of 2016, RESs
account for a rising share of the world’s total electricity supply, and they are the
fastest-growing source of electricity generation in the IEO2016 [9]. Indeed, the total
generation of electricity from renewable resources increases by 2.9%/year, as the
renewable share of world electricity generation grows from 22% in 2012 to 29%
in 2040 [9]. Electricity generation from nonhydropower renewables is the predom-
inant source of the increase, rising by an average of 5.7%/year and outpacing
increases in natural gas (2.7%/year), nuclear (2.4%/year), and coal (0.8%/year) [9].

The report of IEA confirmed that solar energy is the world’s fastest-growing form
of renewable energy, with net solar generation increasing by an average of 8.3%/year
[9]. Among the 5.9 trillion kWh of new renewable generation added over the projec-
tion period, hydroelectric and wind each account for 1.9 trillion kWh (33%), solar
energy for 859 billion kWh (15%), and other renewables (mostly biomass and
waste) for 856 billion kWh (14%) [9].

This book presents the recent advances in renewable energies field, in particular
for solar and wind energies. In fact, the book includes explanations of the renewable
energy generation principle first and then presents some technologies related to the
power control, fault diagnosis, energy management, and new applications.

This book contains 16 chapters, which are presented by the following preview:
Chapter 1 provides the properties of semiconductors, the operating principles of

photovoltaic (PV) cells, and their analysis and design. Fabrication and testing are
also presented.

Chapter 2 conducts a literature review on site selection of solar PV power plants.
In this chapter, more than 50 papers are studied to identify the site suitability meth-
odologies, decision criteria, and restriction factors and to deal with uncertainty in
installing utility-size solar PV.
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Chapter 3 focuses on the prediction of the solar energy resources. In this sense,
the authors used numerical models, time series tools, and sky imagery to the fore-
casting of the stochastic energy generation.

Chapter 4 presents and discusses different techniques for maximum power point
tracking (MPPT) techniques under normal and partial shading conditions with their
simulation and experimental setup. Then, the performance of the modified particle
swarm optimization has been studied and compared with the fuzzy logic controller
under partial shading conditions. Then, distributed maximum power point tracking
has been studied in Chapter 5, in which hybrid MPPT techniques are detailed.

Chapter 6 deals with the control of the PV power in grid-connected plants. In this
chapter, the authors detail how to ensure a smooth and friendly integration between
the PV systems and the grid. Thus, control methods have been presented and used to
limit the maximum feed-in power, control the maximum power change rate, and pro-
vide active power reserve. However, Chapter 7 concentrates in studying the perfor-
mance parameters of PV systems, as yields and performance ratio. These parameters
are used to determine the presence of faults in the studied PV installation.

Chapter 8 presents a method for sizing the elements of a hybrid PVediesel plant
using the particle swarm optimization algorithm. Then, an economic study has been
developed by evaluating the overall system’ cost and payback period, which have
been compared with diesel and PV and battery systems. Chapter 9 is concerned
with the PV irrigation systems, in which the authors studied the design and the per-
formance for such systems.

Chapter 10 focuses on a specific application of the PV energy: PV water pump-
ing. In this chapter, the author compared the performance of two methods for the
control of an induction machine that powers a water pump. The comparison is
basically based on the water volume pumped. However, Chapter 11 presents various
energy management algorithms for PV systems that include storage elements or
other energy sources, such as wind turbines.

Chapter 12 explains the main fundamentals of the concentrating power plant
technologies to convert solar energy resources into electricity and the technologies
used for solar thermal energy storage. In this chapter, the authors present a thermo-
dynamic and an economic study of an Organic Rankine Cycle coupled to parabolic
trough concentrator. While Chapter 13 proposes a new implementation of photother-
mal and PV panels for a specific application: solar cooking.

Chapter 14 focuses on the applicability of static synchronous compensators in
enhancing the quality of the electrical power in a wind farm and provides the needed
reactive power. Chapter 15 studies the control of doubly fed induction generator
(DFIG) in wind turbine plants. Moreover, this chapter presents a brief discussion
about the DFIG main issue and the corresponding solution. Finally, Chapter 16
presents a simple method to emulate a small-size wind turbine based on the control
of a DC machine, which allows to produce the electromagnetic torque and speed of
the wind turbine.

The results obtained in every chapter of the book are always illustrated using
numerical and experimental examples if possible, showing that they are simple to
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apply and can be solved and reproduced using available software. Generally, the
chapters contain proposed future works of the authors, which show the possible
research axes that the chapters offer.
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1. INTRODUCTION
The main energy source in our earth is the sun radiation [1]. The solar radiation
amounts to 1.7 � 1017 W; 34% will be reflected back, 42% will be converted to
heat directly, 23% is stored in water vapor, wind water waves consumes about
1%, and plants consume 0.023%.

The human consumption comes from fossil fuel, nuclear energy from uranium,
and geo heat. Any forms of energy are converted to heat and ultimately to radiation.
Till now, there is no appreciable direct conversion path from the solar radiation to the
human consumption. This is because:

• There is no efficient conversion machine till now,
• The solar radiation has a low density,
• The solar power is not constant. It varies daily, from season to season, and also

from place to place on the earth.

1.1 GENERAL PHOTOVOLTAIC SYSTEM
The photovoltaic (PV) system converts the solar radiation into electricity directly.
The block diagram of a general PV system is shown in Fig. 1.1.

It consists of the following building blocks:

1. The PVarray: Its function is the conversion of solar radiation into electricity. It is
the major unit in the system.
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2. Battery storage: To be available at the absence of the solar radiation, the electric
energy produced by the array must be partly stored, normally using batteries.
So, the second main unit is the battery storage.

3. Power conditioning circuits: According to the nature of the load, the generated
electric power must be conditioned using DC/DC converters and DC/AC
inverters.

The PV array is composed of solar modules. Each module contains a matrix of
solar cells connected in series and parallel to satisfy the terminal properties of the
whole generator. Accordingly, the solar cell is the basic element in the PV generator.
This element is the basic solar radiation converter into electricity.

1.2 THE SOLAR RADIATION
One must be able to describe the solar radiation as it is the input power source to the
PV generators. The sun emits electromagnetic radiations as a black body having a
surface temperature of about 6000 K. This is because of the nuclear reaction running
in it, where the sun is converting hydrogen into helium. The radius of the sun
amounts to 1.39 � 109 m. The total radiation power received from the sun on a
unit area perpendicular to the sun rays at the mean earthesun distance, termed an
astronomical unit, is called the solar constant (SC), where 1 astronomical unit ¼ 1
AU ¼ 1.496 � 1011 m. The solar radiation intensity at other distances is expressed
in terms of SC with SC ¼ 1.353 kW/m2 [2]. Like a black body radiation, the
sun’s radiation covers a wide spectrum of wavelengths from deep ultraviolet to
far infrared. The power spectral distribution of the sunlight [3] is shown in Fig. 1.2.

The vertical axis represents the spectral irradiance I(l) while the horizontal axis
represents the wavelength in mm. The irradiance I(l) is equal to the incident solar
power/m2/dl ¼ [W/m2/mm], where dl is the respective wavelength range in mm. It
is clear from this figure that the maximum spectral irradiance lies at l ¼ 0.5 mm.
The spectral irradiance decreases because of the presence of air in the atmosphere.
The air molecules scatter and absorb the solar radiation. There are multiple absorp-
tion bands for O2, H2O, and CO2. It is important to notice that the solar irradiance
resembles the black body radiation at w6000 K represented by the dashed line.

FIGURE 1.1

The general photovoltaic system.
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The solar power intensity without the effect of the atmosphere or ground sur-
face is called the Air Mass Zero where one AM0 ¼ 1 SC ¼ 135.3 mW/cm2. The
solar power intensity after crossing one air mass perpendicular to the earth is called
the air mass 1, AM1. It represents the area under the spectral irradiance curve and
amounts to 92.5 mW/cm2. If q is the angle of incidence with normal to the earth
surface, then the optical path in units of the air mass will be larger. The air mass
AM ¼ 1/(cos q) [4].

1.3 THE INCIDENT SOLAR RADIATION “INSOLATION”
The actual incident solar radiation, the insolation is the incident solar power per unit
area at certain location and it varies according to:

1. the position on the earth, because of the earth’s spin axes inclination
2. the time of the day because of earth spinning
3. the month of the year because of the earth rotation around the sun
4. the angle of incidence
5. the presence of clouds in the air mass and environmental effects

As an illustration, Fig. 1.3A shows the insolation within the hours of the day in
watts per square meter, with the insolation reaching its peak at noon. Moreover,
Fig. 1.3B shows the insolation among the months of the year, for Kansas City at lati-
tude 39.1� N, where January has the lowest insolation while July has the highest.
Complete measured INSOLATION DATA in a specific place on the earth can be

FIGURE 1.2

The power spectral distribution of the sunlight.
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obtained from the nearest Regional Climate Centers or from national insolation da-
tabases such as the National Solar Radiation Database in the United States [5]. In
addition, insolation could be calculated according to the method developed in the
Web site [6].

Design considerations
The PV generator must be designed to supply the load safely in smallest Insola-

tion days in winter, and the climatic variations must be taken into consideration in
array reliability.

FIGURE 1.3

(A) INSOLATION within the hours of the day and (B) insolation within the months of the

year.
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2. PROPERTIES OF SEMICONDUCTORS FOR SOLAR CELLS
In this section, the properties of semiconductors for solar cells will be introduced.
Solar cells are made of semiconductors as the active material. To understand the
operation of the solar cells and optimize their characteristics, one has to understand
thoroughly their material properties because there is a direct relationship between
the cell performance and the material properties.

Semiconductors are a class of materials that have electrical conductivity between
the metal and insulators. Accordingly, their electrical characteristics can be
controlled by doping and by light. They can be classified according to their chemical
structure in elementary form such as Si and Ge, in compound form such as AIII BV

and AII BVI [7e9], or molecular form such as the organic semiconductors or the pe-
rovskites which are hybrid metal organic molecules [10]. All semiconductors have
common distinguished properties that govern their performance. The major proper-
ties controlling their electrical and optical behavior will be discussed in the next sub-
sections. The first property is the atomic structures of the materials. It has a large
impact on their performance. There are three distinct atomic arrangements for any
material:

1. Crystalline, where the atoms are perfectly ordered in a three-dimensional array
2. Amorphous, where the atoms of the material have random order compared with

their original sites in the single crystal
3. Polycrystalline, where the material is composed of crystallographic grains joined

together by grain boundaries.

Fig. 1.4 shows an illustration of the three possible structures for a semicon-
ductor material. The solar cells made of crystals give the highest efficiency and
those made of amorphous materials give the lowest efficiency. But a much thicker
layer of crystalline silicon is required to absorb the light (w300 mm) in comparison
with a-Si requiring onlyw5 mm. Therefore, there is a considerable material saving
using a-Si.

Crystalline Polycrystalline Amorphous

FIGURE 1.4

Three possible structures for a semiconductor material.

8 CHAPTER 1 Solar Cells and Arrays: Principles, Analysis, and Design



2.1 THE ENERGY GAP EG AND INTRINSIC CONCENTRATION NI

A semiconductor has an electron-filled valence band and an empty conduction band.
The two bands are separated by an energy gap Eg. It ranges from few tenths of
electron-Volts to few electron-Volts. Silicon has an energy gap of 1.1 eV and
GaAs Eg ¼ 1.45 eV. Elementary semiconductors are characterized by saturated co-
valent bonds as shown in Fig. 1.5, where each atom is bonded to the neighboring
atoms by four covalent bonds.

The valence electrons are shared by the neighboring atoms and are bound by the
parent atoms. They are locally fixed and are not capable of conducting electricity. To
make such materials conduct electricity we have to free valence electrons. This can
be done by doing work sufficient to break the bond. This work can be affected by
heating, illuminating the material with a suitable light, and doping the material
with suitable impurities.

Any semiconductor material works at room temperature, and hence, it contains
heat and bonds will be broken thermally. When a bond is broken, it produces a free
hole and a free electron. Both are capable of conducting electricity in the material.
The minimum energy required to break a bond and generate an electronehole (eeh)
pair is called the energy gap. The energy gap separates the free electrons from the
free holes as illustrated in Fig. 1.6.

The electrons are in the conduction band, where they occupy their lowest
allowed energy states with an effective overall density of Nc, whereas the
holes with positive charges occupy the allowed electronic states in the top of
valence band with an effective density of states Nv. This is illustrated in Fig. 1.6.
If the material is pure and its temperature is T > 0 K, it contains an electron
concentration no ¼ ni and a hole concentration po ¼ ni, where ni is the intrinsic
concentration with ni is the thermally generated electronehole pairs. It is
related to Eg and T by n2i ¼ NcNv expð � Eg=kBTÞ. kBT is the thermal ener-
gy ¼ 25.6 meV at room temperature (T ¼ 300 K). For silicon,
ni ¼ 1.5 � 1010 cm�3 at 300 K.

FIGURE 1.5

The covalent bonds in elementary semiconductors.
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2.2 DOPING AND CONDUCTIVITY OF THE MATERIAL
One of the main properties of the semiconductors is the possibility to alter their elec-
trical characteristics by doping. Doping is intentional addition of specific impurities
to the material to produce n-type or p-type conductors and change the electron and
hole concentration in the material. To produce n-type Si, we add pentavalent impu-
rity atoms to Si such as P and As, whereas for p-type Si, we add trivalent atoms such
as B, Ga, and Al to Si. The charge picture after doping is illustrated in Fig. 1.7.

The product of the concentration po and no of any semiconductor at temperature
T are given by the relation nopo ¼ n2i , which is called the mass action law. The con-
ductivity of the semiconductor material can be, generally, expressed by

s ¼ qmnno þ qmppo (1.1)

where q is the electron charge; mn is the electron mobility; and mp is the hole
mobility. So, the conductivity of the n-type material is

snz qmnno ¼ qmnND (1.2a)

and that of the p-type material is

spz qmppo ¼ qmpNA (1.2b)

FIGURE 1.6

The illustration of energy gap Eg and energy level diagram.

FIGURE 1.7

Charge picture after doping the semiconductor silicon.
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ND is the donor concentration and NA, is the acceptor concentration. The conductiv-
ity increases by increasing the doping of semiconductor according to Eqs. (1.2a)
and (1.2b).

2.3 THE SEMICONDUCTOR CURRENTS
If a voltage V is applied across a semiconductor bar with length L and cross-sectional
area A, a current will flow in the bar because of the drift of electrons and holes under
the influence of the electric field E developed by the voltage V in the bar as shown in
Fig. 1.8.

This current follows the ohm’s law for relatively small electric fields, i.e.,

I ¼ qA
�
mnnþ mpp

��V
L

�
hAJd (1.3)

where

Jd ¼ sE and E ¼ V

L

Jd is the drift current density. The mobility m is the ability of the mobile charges to
acquire drift velocities in the presence of the electric field.

Another type of current exists in a semiconductor when concentration differ-
ences of mobile changes are present. Such current is termed the diffusion current
Jdif. This current can be expressed by

Jndif ¼ qDn
vn

vx
for electrons; and (1.4a)

Jpdif ¼ �qDp
vp

vx
for holes (1.4b)

where Dn and Dp are the diffusion coefficients for electrons and holes, respectively,
and vn

vx and
vp
vx are the concentration gradients for electrons and holes, respectively.

The diffusion coefficient D is related to the mobility by the Einstein equation

D ¼ m
kBT

q
¼ mVT (1.5)

FIGURE 1.8

A drift current I in a semiconductor by applying voltage V.

2. Properties of Semiconductors for Solar Cells 11



with VT ¼ the thermal voltage ¼ kBT/q. Mobility and the diffusion constant are
properties of the semiconductor materials that depend on temperature and doping.

2.4 RECOMBINATION MECHANISMS AND MINORITY CARRIER
LIFETIME

The recombination is an intrinsic property of any semiconductor material. In this
process, the electron meets a hole and completes a broken bond. Both are going
to be lost. There are different recombination mechanisms: the band to band radiative
recombination, the band impurity band ShockleyeReadeHall nonradiative recom-
bination, and Auger recombination. Every mechanism has its specific rate equations
[11]. Fig. 1.9 illustrates the fact that an excess of electrons and holes Dn ¼ Dp dis-
appears after an average s.

So, the recombination rate is (Dn/s). Any electron hole pair can survive only on
the average the lifetime. As they move continuously, electrons and holes travel
certain specific distance in their life time called the diffusion length L. The diffusion
length is given by L ¼ ffiffiffiffiffiffi

Ds
p

. This length is an important property controlling the so-
lar cell performance. For silicon, it amounts to 1e500 mm.

2.5 OPTICAL PROPERTIES
We are interested in understanding the response of the semiconductor to light, i.e.,
the photoelectric effect. If a light beam is incident on a semiconductor material, part
of the light energy will be reflected, a part will be absorbed inside the material after
refraction, and the remaining part will be transmitted. According to energy conser-
vation law, we can write

I ¼ Rþ Aþ T (1.6)

Here, I is the incident light energy, R the reflected, A the absorbed and T the
transmitted parts. Reflection occurs because of the change of the wave impedance
Zw ¼ ffiffiffiffiffiffiffi

m=ε
p

(where m and ε are the permeability and permittivity of the medium,
respectively), which changes at the surface of the material. The reflectance r is given
by

r ¼
�jZw � Zwaj
jZw þ Zwaj

�2
(1.7)

FIGURE 1.9

Illustration of the decay of an excess of electrons and holes.

12 CHAPTER 1 Solar Cells and Arrays: Principles, Analysis, and Design



where Zwa is the wave impedance of the air
	
Zwa ¼ ffiffiffiffiffiffiffiffiffiffiffi

mo=εo
p 


. It is assumed that

light is falling perpendicular to the surface. For Si, with ε ¼ 12εo and m ¼ mo the
reflectance is r ¼ 0.3. This means that the reflected part of incident light amounts
to 0.3, which is an appreciable part.

The absorption of the light energy is characterized by the absorption coefficient
a, where

IðxÞ ¼ Ið0Þe�ax (1.8)

which means that the incident light intensity I(x) decays exponentially with the dis-
tance x from the surface of incidence as illustrated in Fig. 1.10.

The intensity decays to (1/e) of the maximum at x ¼ 1/a. Therefore, the inverse
of a is the average penetration depth of the light in the material, or may be better
named the average absorption length. The absorption coefficient depends on the
wavelength of the incident light.

It is well established now that light is composed of energy quanta called photons.
These photons interact with the electrons and atoms of the material. The photon en-
ergy is given by Eph ¼ hf, where h is Planck’s constant and f is the photon frequency.
On the other side, photons are wave packets having a wavelength l, and velocity
c ¼ 3 � 108 m/s such that c ¼ lf. Therefore, Eph ¼ h(c/l), the photon energy is
inversely proportional to the light wavelength. Now, we are able to understand
how the light affects the material. Only valence electrons can absorb photons
when they can acquire sufficient energy to overcome the energy gap of the material.
If this happens, it is called the photon generation process of an electronehole pair.
This process is illustrated in Fig. 1.11.

From Fig. 1.11, the required minimum photon energy for the photogeneration
process Eph � Eg. Energy-rich photons, where Eph w 2 Eg, cannot produce 2 eeh

FIGURE 1.10

Decay of light intensity with an absorption coefficient alpha.
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pairs except with a very small probability as this process requires the collision of
photons with two electrons simultaneously if it is a direct process.

The absorption coefficient alpha is a function of the incident wavelength of the
photons and it is a material property. Fig. 1.12 shows the absorption coefficient of
different semiconductors as a function of the wavelength [12]. The energy gap of
the material is also given. It is clear from this figure that materials absorb light appre-
ciably (a > 104 m�1) only if Eph � Eg. A second important observation is that a of
Si rises slowly with decreased wavelength compared with the other materials shown
in the diagram. This is because of the indirect nature of band gap of this material.

The longer wavelength photons with smaller alpha need a thicker layer of the
semiconductor to be absorbed; otherwise, they can be transmitted across the layer.

FIGURE 1.11

The process of photogeneration of electron hole pairs.

FIGURE 1.12

Absorption coefficient as a function of wavelength for different materials.
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Generally, the minimum semiconductor layer thickness to absorb light can be
expressed by

Dmin � 2

a
(1.9)

This simple relation is of a very critical importance for solar cell design. As the
semiconductors are expensive, one should use the minimum quantity of to perform
the absorption function. In this scenario, one needs thicker crystalline Si-layers as it
has the lowest a. This is true for thin-film solar cells. For wafer-based conventional
solar cells, the minimum layer thickness is limited by the mechanical rigidity.

3. THE DARK PeN JUNCTION DIODE
The commercial solar cells are basically pen junction diode structures constructed
to receive the solar radiation. To understand the operating principles underlying the
solar cell, one has to study first the pen junction diode. Solar cells are made of
either homotype pen junctions, heterotype junctions, or even multi-junction.
The homotype is from the same material, whereas the heterotype is from two
different materials. The operating principles are the same. So, we confine ourselves
to the homo junctions. The solar cell in darkness is a pen diode, whose dark char-
acteristics set the limits for the illuminated characteristics. From the principle
point of view, an illuminated solar cell ¼ a short circuit cell under light þ a dark
biased pen diode.

3.1 FORMATION OF A FIELD REGION IN A PeN JUNCTION
A pen junction is the metallurgical boundary between an n-type region and a p-type
region in a semiconductor as shown schematically in Fig. 1.13 [11].

It can be proved both experimentally and theoretically that a space charge region
is formed around the metallurgical junction while the remaining parts of the diode
remain neutral under no bias. This layer is formed because of immigration of holes
from the p-side to the n-side and the electrons from the n-side to the p-side around

FIGURE 1.13

The pen junction diode regions.
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the metallurgical junction. They leave behind them un-neutralized acceptor and
donor ions as shown in Fig. 1.13. The electric field associated with the charges es-
tablishes opposing forces for further migration of holes and electrons, leading to
equilibrium such that no net current of either type exists. The width of this field re-
gion under no bias is of the order of few tenths of a micrometer depending on the
doping concentrations NA and ND. There is a potential difference associated with
this built-in or internal electric field. The name built-in comes from the fact that
this electric field is caused by the material inhomogeneity and not by an external
electric source. This built-in potential difference is termed the contact difference
of potential pointing out that such potential differences are formed if two dissimilar
materials are brought into intimate contact as in a pen junction where it could be
thought that a pen junction is formed by intimately contacting p- and n-type mate-
rials. The contact difference of potential 4 can be expressed by

4 ¼ VT ln

 
NAND

n2i

!

The contact difference of potential 4 separates the two sides of the pen junction
and therefore constitutes a potential barrier. The electromotive force of the solar cell
as a photoelectric generator is directly related to 4. As 4 increases, the open-circuit
voltage of the cell increases. So, the doping concentrations NA and ND must be as
high as possible. Also, 4 can be increased by selecting a material with higher Eg

and consequently with lower ni. The field region is essential for the solar cell oper-
ation. It originates the electromotive force of the cell exactly like the chemical
battery.

3.2 THE IDEAL DARK IeV CHARACTERISTICS OF THE PeN DIODE
Let us now study the current conduction in a forward biased pen diode. To forward
bias the diode, a battery with a voltage Va is connected across the diode with the pos-
itive poles connected to the anode attached to the p-side, whereas the negative pole is
connected to the cathode attached to the n-side as shown in Fig. 1.14.

On forward biasing the diode, the space charge region contracts and the separa-
tion potential decreases. Consequently, holes will be injected from the p-side to the
n-side and electrons will be injected from the n-side to the p-side as illustrated in
Fig. 1.14. The injected holes Dp diffuses away from the space charge region edge
at x ¼ 0 towards the metallic contact where they recombine gradually in the n-
side. The same happens with electrons injected from n-side to the p-side. The rate
of injection of holes across the field region gives a current Ipi while that of electrons
gives a current Ini. The total diode current

I ¼ Ipi þ Ini (1.10)

As illustrated in Fig. 1.14, the injected charges decay exponentially with distance
measured from the edges of the field region [11].
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DpðxÞ ¼ Dpð0Þe�x=Lp and (1.11)

DnðxÞ ¼ Dnð0Þe�x=Ln (1.12)

where Dp(0) and Dn(0) are the injected hole and electron concentration.

Lp ¼
ffiffiffiffiffiffiffiffiffiffi
Dpsp

p
and Ln ¼

ffiffiffiffiffiffiffiffiffiffi
Dnsn

p
(1.13)

Lp and Ln are the diffusion lengths of holes in the n-side and electrons in the p-side.
By definition, sn is the lifetime of electrons in the p-side and sp is that of holes in the
n-side. The applied voltage Va is related to Dp(0) and Dn(0) by the law of the junc-
tion expressed as [11].

Dpð0Þ ¼ pno

	
eVa=VT � 1



and (1.14)

Dnð0Þ ¼ npo

	
eVa=VT � 1



(1.15)

where pno ¼ n2i
�
ND

¼ the minority carrier concentration in the n-side at no bias, and

npo ¼ n2i
�
NA

¼ the minority electron concentration in the p-side. Then we can get Ipi

because it is the diffusion current at x ¼ 0, i.e.,

Ipi ¼ �qADp
vp

vx

����
x¼0

FIGURE 1.14

Distribution of excess electrons and holes in a forward-biased diode.
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0Ipi ¼ qA
Dppno
Lp

	
eVa=VT � 1



(1.16)

Similarly, we get Ini

Ini ¼ qA
Dnnpo
Ln

	
eVa=VT � 1



(1.17)

where A is the diode area. Summing up Eqs. (1.16) and (1.17) we obtain the final
expression for I in terms of the voltage Va, i.e.,

I ¼ qA

�
Dpn

2
i

LpND
þ Dnn

2
i

LnNA

�	
eVa=VT � 1



(1.18)

The current I could be written in the following form:

I ¼ Is

	
eVa=VT � 1



(1.19)

with Is ¼ the pre-exponential factor of Eq. (1.19), which is termed the reverse satu-
ration current. It is the current which flows in the ideal diode with a reverse bias
greater than 3VT. In the solar cell mode of the diode, it will be forced to forward
bias, which causes energy loss because the current passing through it. This current$
is a loss current. Therefore, for proper operation in the solar cell mode, the forward
diode current must be minimized. This can be achieved according to Eq. (1.18) by
increasing the doping concentrations NA and ND and the diffusion lengths Ln and Lp
and decreasing ni by selecting a material with higher energy gap. This is in agree-
ment with the requirement for higher 4.

3.3 REAL DARK DIODE CHARACTERISTICS
The solar cell diode contains an Ohmic resistance dropping a part of the applied
forward voltage, especially apparent at high diode currents as shown in Fig. 1.15.
The leakage current of the diode is much larger than Is. These nonideal effects are
normally modeled by an equivalent circuit consisting of two resistances Rs and Rsh

along with an ideal diode as will be discussed later, where Rs is the series resistance
of the diode and Rsh is the shunting resistance of the diode.

In deriving the diode current, the recombination current Iscr in the space charge
region is neglected as its width is much smaller than the diffusion lengths. In diodes
with appreciable space charge width which is compared to the widths of the neutral
regions, this recombination current in the space charge region cannot be neglected.
Iscr can be expressed by [13].

Iscr ¼ qAni
Wscr

Tscr
eVj=2VT (1.20)

where Wscr is the width of the space charge region and Tscr is the lifetime of car-
riers in the space charge region. In heterojunctions with high interface state
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density, the interface recombination current Iirc must be considered [14]. It can be
expressed by

Iscr ¼ qAnivse
Vj=nVT (1.21)

where vs is the interface recombination velocity and n is an ideality factor having a
value �l. The ideal diode is represented by the rectifier symbol while the general
IeV relation of the diode follows the formula

I ¼ Is

	
eVj=nVT � 1



(1.22)

The temperature affects greatly the diode current for fixed diode voltage. The
diode current increases appreciably with the increase in temperature. Keeping the
current constant, the diode voltage decreases almost linearly with temperature.
These temperature variations can be accounted for by the appreciable increase of
Is with temperature.

4. THE SOLAR CELLS
The solar cell is the basic element in a PVarray. It has the vital function of converting
the solar radiation into electricity directly. To perform its function satisfactorily, it
must have the highest possible conversion efficiency. It has to basically carry out
two basic functions:

1. Absorb the incident solar radiation generating at least one hole pair for each
photon.

FIGURE 1.15

The nonideal versus ideal diode IeV curves.
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2. Separate and collect the electrons and holes such that the electrons accumulate at
the negative pole while the holes accumulate at the positive pole. The separation
potential must be as high as possible.

The device that can perform these functions is the pen junction diode because its
semiconductor material absorbs photons and generates eeh pairs, and it has a sep-
aration potential in its transition region, which must be made as high as possible as
proved in the previous sections. So, a pen junction illuminated with the solar radi-
ation can produce electromotive force driving electric loads.

4.1 THE PV EFFECT OF A PeN SOLAR CELL
The construction, of a pen junction solar cell is shown in Fig. 1.16A. It is a pen
junction structure with full back metallization and partially metallized front to
allow the passage of light to the semiconductor while collecting the cell
current. The front metallization is in the form of metal fingers with a common
bus as shown in Fig. 1.16B. The typical construction parameters of the pen junction
solar cell are [14]: The p-substrate thickness Wp ¼ 0.20e0.5 mm, the nþ-layer
thickness Wn ¼ 0.1e0.5 mm, the doping concentration of the substrate
NA ¼ 1016e1017 cm�3, the doping concentration of the emitter nþ-
layer ¼ 1018e1019/cm�3, the metal thickness ¼ 5 mm, and active material is mono-
crystalline silicon.

The solar cell behaves as a pen diode in darkness as indicated in Section 1.3.
When illuminated, it builds an electromotive force. We are going now to explain
this mode of operation. Fig. 1.17 illustrates the PV effect in a solar cell.

When the solar cell is irradiated with the sun light, the photons of light penetrate
to different depths where they will be absorbed and generate eeh pairs as shown in
Fig. 1.17. The eeh pairs generated within the field region will be separated by this
field such that the holes move to the p-side and the electrons to the n-side. Some of
the holes accumulate in the field region boundary of the p-side neutralizing part of it.

FIGURE 1.16

(A) The solar cell construction and (B) the front metallization.
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The remaining part of the holes flows to the load in the outer circuit. The same hap-
pens with electrons where they accumulate partly at the n-side edge of the field re-
gion neutralizing part of it while the rest of the electrons flow to the outer load
circuit.

The eeh pairs generated outside the field region diffuse toward the field region.
Only the eeh pairs generated within a diffusion length from the edges of the field
region succeed to reach the field region. The eeh pairs generated outside these diffu-
sion regions are lost by recombination. This means that Wp must be made �Ln and
Wn must be made �Lp such that all the semiconductor volume becomes active.

Metalesemiconductor interfaces must form Ohmic contacts [13] which are char-
acterized by high recombination velocity or tunnel MS contacts. So, the eeh pairs
generated near these interfaces survive only for very short times as they recombine
there. So, the regions outside the diffusion regions, near the contacts, are dead layers.

Once the diffusing eeh pairs in the neutral regions reach the field region, they act
similar to those pairs generated in the field region. They will increase the accumu-
lated charges at the edges of the field region increasing the cell voltage and driving
more current in the outer load circuit. From the previous discussion, it is now clear
that a solar cell has a voltage across it and drives current in the load connected to its
terminal. It acts as a battery. Hence, the name PV generator.

4.2 THE IeV CHARACTERISTICS OF THE SOLAR CELL
As a source of electricity, the main performance of the solar cell is determined by its
IeV characteristics. The illuminated solar cell characteristics can be considered as a

FIGURE 1.17

Illustration of the photovoltaic effect.
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superposition of the dark solar cell characteristics and the illuminated cell with short
circuit. This superposition principle is almost valid for all commercial solar cells.
For experimental solar cells, this principle may not be valid because of the pro-
nounced effect of metal semiconductor contacts and the nonlinear effect of illumi-
nation on the dark characteristics. Here, it will be assumed that the superposition
principle is applicable. The dark current of the solar cell was treated in detail in
Section 1.3. It remains to be determined how the short circuit current is caused by
the incident solar radiation.

Assuming a photogeneration rate gph at an arbitrary point x from the edge of the
field region and a minority carrier lifetime sn in the p-side, one can express the excess
photogenerated electron concentration as

Dn ¼ Dp ¼ gphs (1.23)

Assuming s is constant, one can determine an average Dn knowing the average
photogeneration rate gph such that

Dn ¼ gphsn (1.24)

Then the collected electron chargesQn from the p-side by diffusion can be written as

Qn ¼ qADnLn ¼ qAgphsnLn (1.25)

where Ln is the diffusion length of electrons in the p-side. Then the current from the
p-side

In ¼ Qn

sn
¼ qAgphLn (1.26)

Similarly, the current from the n-side

Ip ¼ Qp

sp
¼ qAgphLp (1.27)

The current from the field region

Ifr ¼ qAgphWscr (1.28)

where Wscr is the field region width.
Now, summing up all current components, we get the cell short circuit current Isc

Isc ¼ Iph ¼ qAgphðLn þ Lp þWscrÞ ¼ qAgphWeff (1.29)

where Weff is the effective thickness of the solar cell.
The spectral irradiance I(x) decreases exponentially as explained in Section 1.2,

then, the photon flux Fph at any point x can be obtained by dividing Eq. (1.8) by Eph,

Fph ¼ Fphð0Þe�ax (1.30)

To get the photons DFph absorbed in an incremental distance dx at x

DFph ¼ FphðxÞ �Fphðxþ dxÞ
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0DFph ¼ �vFph

vx
dx ¼ aFphdx (1.31)

Because each absorbed photon generates an eeh pair, one can determine the pho-
togeneration rate gph. By definition, gph ¼ number of generated eeh pairs in certain
volume/volume (eeh pairs/cm3/s). Therefore,

gph ¼
DFph

dx
¼ aFph (1.32)

The average photogeneration rate gpha

gpha ¼ �
Z x1þWeff

x1

aFph

Weff
dx ¼ Fphð0Þ

Weff

h
e�ax1 � e�aðx1þWeff Þ

i
(1.33)

where xl is the dead layer in the n-region shown in Fig. 1.18.
Because the incident solar radiation has certain spectral distribution, we can

obtain the overall generation rate (gpht) over the whole spectrum, considering that
a w 0 for Eph � Eg, by integrating Eq. (1.33) once again from Eph ¼ Eg to N or
from l ¼ lc ¼ hc/Eg to l ¼ 0, i.e.,

gpht ¼
Z lc

0
gphadl (1.34)

Substituting Eq. (1.32) into (1.33)

gpht ¼
Z lc

0

Fphð0Þe�ax1

Weff


1� e�aWeff

�
dl (1.35)

FIGURE 1.18

The effective collection region of the photogenerated carriers.
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Recalling that Fph ¼ I/Eph, one gets

gpht ¼
Z lc

0

Ið0Þe�ax1

EphWeff


1� e�aWeff

�
dl (1.36)

Combining Eqs. (1.29) and (1.36) we obtain the short circuit current, which is
termed also as the photocurrent, i.e.,

Isc ¼ Iph ¼ qAgphtWeff ¼ qA

Z lc

0

Ið0Þe�ax1

Eph


1� e�aWeff

�
dl (1.37)

If the solar cell is designed such that (aWeff) > 1 and a is dependent of l, Eq. (1.37)
simplifies to

Iscm ¼ qA
e�ax1

hc

Z lc

0
lIð0Þdl (1.38)

with Eph ¼ hc/l. For the highest efficiency, the dead layer under the top surface
x1 ¼ 0. Then the highest collected short circuit current from the cell can be
written as

Iscm ¼ qA
1

hc

Z lc

0
lIð0Þdl (1.39)

To determine the maximum photocurrent, Iscm one integrates the area under the
curve of lI(0). To use the spectral irradiance curve one has to subtract from it the
reflected part of the light such that

Iscm ¼ qA
1

hc

Z lc

0
lð1� rÞIð0Þdl (1.40)

It is clear from Fig. 1.19 that as lc increases, the integral increases and conse-
quently Iscm. Hence, silicon collects more photons than gallium arsenide and the
short circuit current for the Si-cells is larger than that for GaAs. Iph amounts to
30e40 mA/cm2 for a single-crystal silicon solar cell at AM1.

From the foregoing analysis of the photocurrent of a solar cell, we conclude that

1. as the energy gap of the material decreases, Iph increases,
2. the dead layer directly under the top surface is very harmful for the photons with

high absorption coefficient a, because they will be mainly absorbed in this layer.
This is true for the energetic photons with high a for all materials,

3. photons with lower a, the low energy photons, must be given sufficient material
thickness to be absorbed, i.e., Weff � 1/a,

4. therefore, the lowest a determines the thickness of the solar cell,
5. the reflectance of the surface must be decreased to increase the photocurrent,

ideally r ¼ 0, and
6. the solar cell has also certain spectral response where the spectral photocurrent

depends on the wavelength of the incident light as a depends on l.
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Now, by superposition of the dark solar cell and illuminated short circuit cell cur-
rents, we obtain the general case of illuminated and biased solar cell as illustrated in
Fig. 1.20. The total current I, at any voltage V, of the cell is then

I ¼ Iph � Id (1.41)

Substituting (1.22) in (1.41), we get the IeV of the solar cell

I ¼ Iph � Is

	
eVj=nVT � 1



(1.42)

We should add the effect of bulk resistance Rs. Moreover, there is a loss associ-
ated with current leakage through a resistive path that is in parallel with the

FIGURE 1.19

Choice of semiconductor material according to the cutoff wavelength.

FIGURE 1.20

The illustration of the superposition for the solar cell.
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semiconductor device. This loss can be modeled by a shunt resistance (Rsh). Its effect
is much less visible in a solar cell compared with the series resistance. Now, the net
output current of the cell, considering both effects of Rs and Rsh, is given by

I ¼ Iph � Is

 
e
ðVþIRsÞ
nVT � 1

!
� V þ IRs

Rsh
(1.43)

Eq. (1.43) can be represented by the circuit model in Fig. 1.21. It is the solar cell
model recommended to calculate the IeV characteristics of the solar cell under any
operating condition.

In this model, the current source represents Iph, the current passing in the diode
represents the dark current, while Rs and Rsh represents series resistance and the
shunt resistance of the solar cell. This equivalent circuit is that of a real diode
added to it the photogenerated current Iph. Normally Rsh is negligible in solar
cell mode. But when the solar cell is reverse biased, Rsh must be taken into
consideration.

Eq. (1.43) is represented graphically in Fig. 1.22. Here, Iph ¼ Isc as discussed
before. Voc is the open circuit voltage of the cell. It can be obtained from Eq.
(1.43) by putting I ¼ 0 and V ¼ Voc and neglecting Rs (Rs ¼ 0) and Rsh (Rsh ¼ N)

Voc ¼ nVT ln
Iph
Is

(1.44)

The open circuit voltage of an electric source is its driving electromotive force. It
must be as high as possible. This can be achieved according to Eq. (1.44) by maxi-
mizing Iph and minimizing Is. The maximization of Iph was discussed in the last sec-
tion. The minimization of Is was discussed in Section 1.3. It can be achieved by
increasing NA, ND, Ln, and Lp and decreasing nj. It was found that increasing the
doping concentration of a semiconductor causes a decrease in Ln and Lp and an
increase in its ni.

Therefore, there are optimum doping concentrations leading to highest open
circuit voltage. For Si, e.g., NA ¼ 1017/cm3 and ND w 1019/cm3. To draw the
maximum power from a source it must be loaded with a matched load. The
matched load is the load to operate the solar cell at its maximum power point where

FIGURE 1.21

The equivalent circuit of solar cell.
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P ¼ IV ¼ maximum. The output power curve is shown in Fig. 1.22. It has a
maximum at P ¼ Pm, I ¼ Im, and V ¼ Vm as depicted in Fig. 1.22.

4.3 THE CONVERSION EFFICIENCY OF A SOLAR CELL
Now, we are able to determine the conversion efficiency of the solar cell. It is
defined as

hmax ¼
Pmax

Pin
¼ VmaxImax

Pin
(1.45)

where Pin is the incident solar power, for AM1 ¼ 100 mW/cm2. We also define the
fill factor (FF) of the IeV curve as

FF ¼ VmaxImax

VocIsc
(1.46)

It is a measure of the squareness of the IeV curve. As FF increases, the efficiency
increases. The solar cell designers try also to maximize the FF. It increases by
lowering Is and Rs and increasing Rsh.

Assuming n ¼ 1, Rs ¼ 0, Rsh ¼ N, Vj ¼ V, Iph ¼ 30.4 mA, Is ¼ 1.66 � 10�12 A,
and VT ¼ 25.6 mV at 300 K. For this example, the open circuit voltage amounts to
0.605 V for c-Si-cells. The effect of Rs on the IeV curve of a solar cell is depicted
in Fig. 1.23 (taking Rsh ¼ N). We see from this figure that as Rs increases, the short
circuit current begins to decrease first at high values of the series resistance, while
the open circuit voltage remains constant. The maximum output power decreases
because of the power consumption in Rs. So, Rs must be minimized.

Additionally, Fig. 1.24 shows the effect of Rsh on the IeV curve of a solar cell
(taking Rs ¼ 0). We see from this figure that Voc and the output power decrease

FIGURE 1.22

The IeV and PeV characteristics showing maximum power point of the solar cell.
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FIGURE 1.23

Effect of Rs on the IeV solar cell characteristics.

FIGURE 1.24

Effect of Rsh on the IeV solar cell characteristics.
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because of the power loss in Rsh. So, Rsh must be increased to the highest suitable
value.

As the solar cells are subjected to the environment where the temperature varies
in a wide range, the effect of temperature on a solar cell performance must be
considered. Fig. 1.25 shows an example for the variations of the IeV curve with
temperature.

We can see from this figure that Isc increases with temperature while the open
circuit voltage Voc decreases. The combined effect leads to a decrease in the Pm

because the decrease in Voc overwhelms the increase of Isc. The increase in Isc is
because of the enhancement of photon absorption with increased temperature.
The decrease in Voc is dated back to an exponential increase of the reverse saturation
current Is, while the increase in Isc is slight, the decrease in Voc is appreciable. The
solar cell manufacturers give data sheets about the temperature coefficients of Isc,
Voc and Pm to take these variations in solar cell array design.

4.4 MEASUREMENT RESULTS AND PRACTICAL CONSIDERATIONS
In this subsection, we will introduce some experimental results to demonstrate the
different technological parameters effects on the performance parameters of the
real solar cells.

• The solar size:
The solar cell size ranges from 2 cm � 2 cm to 25 cm � 25 cm based on whether
Si is single crystal, multicrystal, or amorphous. Other types such as CdT and

FIGURE 1.25

Effect of temperature on the solar cell characteristics.
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CIGS cells are available as commercial products [15]. GaAs cells are used for
space applications [16]. This is because the conversion efficiency decreases as
the area of the solar cell increases as the defects increase with area.

• Solar cell material:
The efficiency of the solar cell depends on its material as discussed previously.
Fig. 1.26 shows the ideal solar cell efficiency as a function of the energy gap of
the materials [17]. The efficiency of GaAs cells is slightly higher than that of Si.
Most commercial cells are made of Si [15] because the Si technology is the most
advanced among all materials.

• The thickness of the Si-solar cells:
As the thickness of the solar cell increases, the cell output power increases for the
same illumination intensity. Fig. 1.27 shows the effect of the solar cell thickness
on the output power. From this curve, a thickness of about 0.3 mm is sufficient
to collect the incident solar radiation. An amorphous layer thickness of 1 mm is
also sufficient. Therefore, the a-Si cells are thin film cells.

• The spectral response of the solar cells:
Fig. 1.28 shows the spectral response of solar cells made of different materials. It
agrees with the analysis on the short circuit current as a function of the wave-
length. It can be noted that silicon solar cell response for ultraviolet radiation is
low. This is because of the presence of the dead layer at the top of the cell.

• Antireflection coating [18].
To decrease the reflectance from the surface of the Si-cells, its surface is coated
with an antireflection film made of SiOx and/or TiO2. These layers have inter-
mediate refractive index between Si and air. They can act also as an interference

FIGURE 1.26

Theoretical solar cell efficiency as a function of the energy gap.
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FIGURE 1.27

The effect of the Si solar cell thickness on the output power.

FIGURE 1.28

The spectral response of different solar cells of different materials.
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filter if their thickness is adjusted to la/4, where la is the wavelength of light in
the antireflection coating material. It is given by

la ¼ vph
f

¼ lffiffiffiffi
εr

p (1.47)

where vph is the phase velocity of light in the material, εr is relative dielectric con-
stant, and l is the wavelength in free space.

If SiO2 is used with εr ¼ 4 and l ¼ 0.5 mm, then la ¼ 0.25 mm and la/4 ¼ the
thickness of the antireflection coating ¼ 0.0625 mm. For thick layers, thickness of
the antireflection coating <1 mm, the optical matching condition is applied to get
the suitable antireflection coating:

εran ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
εraεrSi

p
(1.48)

where εran is the relative dielectric constant of the antireflection coating. εra of air is
w1 and εrSi ¼ 11.7. The reflectance can also be decreased by surface texturing [19]
as shown in Fig. 1.29A. By surface texturing, the reflected rays will be trapped by the
material. Only light will be reflected again after multiple incidence on the surface.
Fig. 1.29B depicts the reflectance of Si after antireflection coating and with texturing
and antireflection coating.

Remember that r of Si ¼ 0.3. It is clear from this figure that r has been decreased
appreciably with this type of surface treatment. There are new developments in anti-
reflective coating such as Al2O3 [20].

• The optimum doping of the layers:
The p-Si substrate r ¼ 2.2 U cm e 10 U cm.
The nþ-Si layer ND ¼ 1018e1020/cm3

• The diffusion lengths:
Ln in the substrate �200 mm.
Lp in the nþ layer �0.5 mm

• The metal grid resistance:
It must be much smaller than the lateral resistance of the top layer. The metal grid
covers about 10%e20% of the solar cell surface. Thickness of metal ¼ 3e5 mm

• The short circuit current density Jsc w 30e40 mA/cm2 for AM1 illumination.
• The open circuit voltage Voc w 0.52e0.65 V
• FF w 0.8e0.85
• Pout maximum, Pm ¼ (15e24) mW/cm2 � F.F. (0.8) ¼ 12e19.2 mW/cm2

• The efficiency h ¼ Pm/Pin ¼ (12e19)/100 w (0.12e0.19) ¼ 12%e19%.
• The highest efficiency achieved 25.6% for special solar cell constructions:

• These cells have back surface field pþ-layer at the bottom of the substrate
[21].

• They have very shallow nþ top layer to minimize the dead top layer and
enhance the collection of the eeh generated by the UV radiation.

• They have double antireflection coating from SiO2 þ TaO. The SiO2 layer
also passivates the top layer surface and reduces its recombination velocity.

• They have surface texturing.
• Solar cells are connected in circuits, they must be wired.
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Wire attachment to the solar cells is made by soldering or welding. So, the metal-
lization of the solar cell must be matched to these assembly processes. In addition, it
must be corrosion resistive, adhere well to the Si, and form Ohmic contact with it. It
must also not diffuse or micro alloy with Si because the shallow junction can be
partially shorted. No single metal call satisfies all these requirements. Multi-layer
metallization is normally used:

1. Titanium (0.1 mm) þ silver (3e5 mm) (sensitive to humidity).
2. Ti (0.1 mm) þ Pd (20e50 nm) þ silver (3e5 mm) (protect against humidity).
3. Printed silver layer (25 mm).
4. (CrePdeAg) for space cells.

FIGURE 1.29

(A) Surface texturing and (B) effect of antireflective coating and texturing on the

reflectivity.

4. The Solar Cells 33



4.5 MANUFACTURING SOLAR CELLS
We shall confine ourselves to the manufacturing of the wafer-based, single-crystal
and multi-crystal Si solar cells [22]. The major manufacturing steps are as follows:

1. p-type wafers of 1e10 U cm resistivity and about 0.2 mm thickness are first
diffused with phosphorus to produce an nþ-layer with a thickness of
0.1e0.2 mm. A diffusion furnace is used to carry out this process. The protec-
tion gas is nitrogen. The diffusion sources are either solid in the form of discs or
liquid spin-on sources. The process may run under oxygen atmosphere.

2. Then the diffused wafers are etched by hydrofluoric acid to remove the diffusion
source layers,

3. The wafers are then metallized either by
a. Evaporation of nickelepalladiumesilver using thermal or electron-beam

evaporators. The evaporation is carried out through metal masks to save
the lithographic step or

b. Screen printing a thick film of silver (w25 mm).
4. Back-side metallization using evaporation.
5. The front side is antireflection coated either by spin-on techniques or by evap-

oration of TaO or TiO and SiOx. Electron beam evaporator is used.
6. In case of solar cell assembly using solder reflow, the contact areas are coated

with solder (Tin þ lead þ silver).
7. Now the solar cells are ready and are normally stored in cassettes.

4.6 TESTING THE SOLAR CELL AND SOLAR PANELS
To characterize the solar cells, one has to measure its IeV characteristics under
different illumination levels [23] and operating temperatures [24]. One may need
also to measure the small signal impedance of the solar cell operating at a specified
DC operating condition as a function of the small signal frequency [24]. The latter
impedance measurements are termed impedance spectroscopy. To get information
about the junction in the solar cell, one may measure the capacitance and conduc-
tance [25] as a function of the voltage in case of reverse bias. In the development
phase, one may need to measure the spectral response of the solar cells represented
by external quantum efficiency as a function of the incident radiation wavelength
[26]. Within the scope of this book with emphasis on the application side of solar
cells, the most important characteristics of interest are the IeV characteristics of
modules. So, we will outline such measurements based on a simple electronic circuit
for testing the PV modules.

The IeV and PeV characteristics of PV modules are traced using the circuit
shown in Fig. 1.30. The circuit is based on MOSFET IRFP260N as a varying elec-
tronic load with a heat sink to dissipate the power.

As VGS is less than the threshold voltage Vth, the MOSFET will be OFF. When
VGS is increased above Vth, the MOSFET will operate in the active region and the
drain current rises linearly with VGS. The gate voltage is controlled using DAQ
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system. This system is based on NI-USB 6008 with a sample rate of 10 Ks/s, laptop
and LABVIEW application. The LAPVIEW application is used to generate a saw-
tooth signal to vary the gate voltage from 3.4 to 5.5 V through the analog output
of the NI-USB 6008. This range cannot be obtained as the analog output maximum
voltage swing is 5 V so an amplifier circuit LM741 with gain 2 was used and the
voltage generated was adjusted to vary from 1 to 3 V. Because the MOSFET cannot
stand a high power for more than some milliseconds, the signal varied with high fre-
quency of about 0.166 Hz and 1000 points per cycle.

The PV voltage is acquired through two high-power resistors (R1& Rv) with high
value comparable with that of the electronic load to draw small current, to not affect
the PVoperating point. As the maximum input voltage allowed by the DAQ is 10 V,
the two resistors are connected as voltage dividers to avoid exceeding the input
range. The PV current is acquired through a high-power resistor with low value
(RI) so that its voltage drop could be neglected [27]. A complete testing set up for
field supervising the PV array performance on long time was developed based on
an electronic load, a DAQ card, and a PC [28].

5. THE PV ARRAYS
In the previous sections, we have seen that the driving voltage of a single solar cell is
about 0.55 V, and its current is about 35 mA/cm2 for AM1 illumination. Conventional
loads demand more voltage, more current, and more power. Therefore, we have to
combine the solar cells to satisfy the load demand for certain operating voltage, cur-
rent, power and certain type of current; either DC or AC. The DC loads normally oper-
ate from batteries. Therefore, their voltages are known to be 6, 12, 24, or 48 V, which
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FIGURE 1.30

Testing circuit for the solar cells and modules.

5. The PV Arrays 35



are the standard battery voltages. The load current is widely variable according to the
power consumption of the load.

In PV systems containing batteries, the batteries themselves are the loads on the
system; therefore, the current required is that of the nominal charging current of
the batteries. Basically, the solar cells can be combined to satisfy a wide range of
the load requirement concerning current, voltage, and power. A large solar cell array
is subdivided into smaller arrays called the solar cell panels, which are composed of
modules. Then a large array is built from modules. A module has conventionally 12-
V and 6-A current with 72-W power under standard test conditions with AM1.
Because each cell contributes 0.5 Voutput, one has to connect at least 24 cells in se-
ries to get 12 V. Because the solar cells must drive the load even at solar radiation
less than AM1, the reliable module contains 36 cells rather than 24 cells.

The current demand of 6 A can be satisfied by solar cells having an area of
6 A/30 mA ¼ 200 cm2 and a diameter of 15 cm or 6 in cells.

5.1 THE IeV CHARACTERISTICS OF THE MODULE
The solar cell module is a unit array in the PV generator. It consists of solar cells
connected in series to build the driving force and in parallel to supply the required
current. A series-connected group of cells are called a solar cell string. Actually, the
strings are connected in parallel as shown in Fig. 1.31.

Assuming that the number of solar cells in the string is ne and the number of
strings in parallel are ns, then the total number of cells in the module is
na ¼ ne.ns. Let us assume further to simplify the problem that the cells in the module
are identical having equal voltage drops ¼ Vc and passing the same terminal current
Ist, the string current. The module voltage is Vst ¼ Vm ¼ Va and the current of the
module Ia ¼ Im, where m refers to module. To get Im ¼ f(Vm), we apply the Kirchh-
off’s circuit laws and replace each cell by its equivalent circuit as shown in Fig. 1.32.

FIGURE 1.31

Basic blocks of the solar cell module.
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Because the cells are identical, they have the same output voltage Vc, and
because they are connected in series, they have the same terminal current Ist. As

Vc ¼ Vj þ IstRs; Vj ¼ Vc � IstRs; and Ist ¼ Iph � Id;

it follows that

Ist ¼ Iph � Is

 
e
ðVcþIstRsÞ

nVT � 1

!
(1.49)

The overall module voltage is the sum of cell voltages in the module

Vm ¼
Xne
1

Vc ¼ neVc (1.50)

Substituting Eq. (1.50) in (1.49), we get the IeV of the string

Ist ¼ Iph � Is

 
e
ðVm=neþIstRsÞ

nVT � 1

!
(1.51)

This equation is very simple. To pass the same current in the string, the string
voltage must be exactly a multiple of ne of the cell voltage.

Now let us pay our attention to the parallel connection of ns strings. Because all
cells are identical, the string current is the same in each string while the string volt-
ages are the same, i.e., Vm. Hence,

Im ¼
Xns
1

Ist ¼ nsIst (1.52)

The IeV characteristics of the module can be obtained by substituting Eq. (1.52)
in (1.51), i.e.,

Im ¼ nsIph � nsIs

 
e
ðVm=neþIstRsÞ

nVT � 1

!
(1.53)

FIGURE 1.32

Equivalent circuit of the module.
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This relationship is the required IeV of the module. It has the form of a
single solar cell, with the current multiplied by ns, the number of strings, and the
cell voltage is multiplied by ne, the number of cells in the string. Because the power
output ¼ IV, the power output of a single cell will be multiplied by (ne ns).

Solar cells with the same type are not identical because of fabrication toler-
ances. Basically, the produced solar cells from a production line must be sorted
to select the matched cells. Matched cells have very high tolerances. On the other
hand, if the solar cells are not matched, the string short circuit current will be the
smallest short cell current, and the module output voltage under open circuit con-
dition will be equal to the smallest open circuit voltage of the strings connected in
parallel and the curve factor of the overall module becomes smaller because of the
larger internal losses in the module. Hence, cell mismatch leads to additional in-
ternal losses and reduces the efficiency of the array in comparison to that of the
single cells [29].

5.2 THE IeV CHARACTERISTICS OF MISMATCHED CELLS IN THE
MODULE

Now each cell i has its own parameters, Isci, Voci, FFi, ni, Isi, Iphi, and Rsi. For a string
current Ist, the voltage developed on the ith cell can be expressed according to
Eq. (1.49) as

Vci ¼ niVT ln

�
Iph � Ist � Isi

Isi

�
þ IstRsi (1.54)

The total string voltage is then

Vm ¼
Xne
1

Vci (1.55)

If ns unmatched strings are connected in parallel with the jth string, which is para-
metric, then

Vm1 ¼ Vrn2 ¼ Vm3. ¼ Vmj. ¼ Vmns ¼ Vm (1.56)

The string currents Ist1, Ist2, Ist3 ., Istj, ., Isns are different. From Eqs. (1.54) and
(1.55), the jth string has the characteristics:

Vmj ¼
Xne;j
i¼1

Vci ¼ Vm (1.57)

This equation can split into (ns�l) equations in Istj. One needs one additional
equation to determine Istj. This equation is the output node equation

Im ¼
Xns
i¼1

Istj (1.58)
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For a given Im, Istj are determined and Vm is calculated from Eqs. (1.54) and
(1.55).

These equations can be solved numerically using the mathematical library or
Matlab�. Another elegant approach to this problem is to use the circuit simulator
PSpice to solve the module circuit under any operating condition and illumination.

In addition to the solar cell mismatch, there is another serious problem of
decreasing the output from the module. This problem arises when the module is sub-
jected to nonhomogeneous solar radiation. This problem is termed the partial shad-
owing of the module [30]. According to the degree of shadowing, photocurrent of
some cells is reduced significantly. Partial shadowing comes from flying objects
and from moving clouds. If the photocurrent of a cell in a string is made zero,
i.e., the cell is dark, no current can pass in the string. This type of shadowing is
the most severe one and has two serious consequences:

1. One string cannot deliver power to the load and becomes outage
2. The second is more serious, namely, the shadowed cell will be reverse biased. If

this reverse bias is large, it can lead to defective shadowed solar cell by a
phenomenon called hot-spot formation.

To see the reverse bias of a shadowed cell, let us estimate the voltage drop on
such cell. Referring to Fig. 1.32 and assuming that the kth cell has Iph ¼ 0, according
to the second Kirchhoff’s law

Vsc ¼ Vm �
Xne
i¼1

Voci (1.59)

where nesk: Because Iph of the kth cell ¼ 0, the string is interrupted and all cells in
the string operate under open circuit condition; hence, Vc ¼ Voci for all cells except
i ¼ k. Inspecting Eq. (1.59), we can differentiate the cases:

1. Vm is that of the maximum power from the module
Vm w FF Voc . ne ¼ 0.8 � 0.6 � 36 ¼ 17.28 V.
Assuming ne ¼ 36, Voc ¼ 0.6 V, and FF ¼ 0.8.Pne
i¼1

Voci ¼ 36� 0:6 ¼ 21 V, where nesk:

Substituting these values in Eq. (1.59), we get

Vcs ¼ 17:28e21w� 4V :

This means that the shadowed cell is reverse biased by �4 V.
2. Vm ¼ 0, short circuited-module. Then Vcs ¼ �17.28 V. The shadowed cell is

reverse biased with even a much larger voltage of 17.28 V.

5.3 FORMATION OF HOT SPOTS
When we have a diode with soft reverse characteristics and we reverse bias it, hot-
spots will be formed. Hot-spots are hotter regions with higher current densities than
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the surrounding regions in the diode. Fig. 1.33 illustrates the reverse characteristics
of solar cells. They are soft. It means that the leakage current is large and increases
continuously with the reverse voltage. Soft breakdown occurs for shallow pen junc-
tions as solar cells have points of weak breakdown. Therefore, the breakdown cur-
rent flows in small spots. Because the current is high and the voltage is high, a
relatively large power is consumed in this small area, which becomes hotter as in
Fig. 1.34. This effect can lead to thermal breakdown of the cell [31].

To avoid destruction of solar cells, we connect across them a bypass diode back
to back as shown in Fig. 1.35. Solar cells can be cracked or disconnected because of
unreliable assembly and the effect of environment. This effect is exactly like the
shadowing except it is permanent. Protection diodes have an additional vital

FIGURE 1.33

IeV characteristics showing the soft IeV in reverse.

FIGURE 1.34

Hot spot formed in a weak pen junction region.
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function. It conducts the current of the string and prevents the interruption of the cur-
rent in case of complete cell shadowing or cracking of the interconnect wires or
cells.

5.4 MEASUREMENT DATA AND PRACTICAL CONSIDERATIONS
Fig. 1.36 shows the IeV characteristics of a solar module consisting of ne ¼ 36,
ns ¼ 6 array solar cells of 2 cm � 2 cm measured at AM ¼ 100 mW/cm2 at two
different temperatures.

It is clear from this figure, that the shape of the IeV curve of the array is similar
to that of a single solar cell as predicted by the previous analysis of the module

FIGURE 1.35

Solar array with back-connected bypass protection diodes.

FIGURE 1.36

The IeV characteristics of a solar cell module at different temperatures.
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characteristics. At 20 �C, the short circuit current of the module Isc ¼ 730 mA, the
open circuit voltage of the module ¼ 22 V, the maximum power Pm ¼ 12 W, and the
module efficiency ¼ 12%. At 60 �C, Isc ¼ 770 rnA, Voc ¼ 18 V, Pm ¼ 10 W, and
h ¼ 10%. From the figure, we see further that Isc increases slightly with temperature,
Voc, Pm, and h decrease with temperature. This behavior is similar to that of the solar
cells, which is expected because the parallel connection is a current multiplication
process while the series connection is a voltage multiplication process. The open cir-
cuit voltage per cell Voc/cell ¼ 22/ne ¼ 22/36 ¼ 0.61 V, and the short circuit current
per cell Isc/cell ¼ 730/ns ¼ 730/6 ¼ 122 mA. These values are in very close agree-
ment with those of the single cell.

5.5 THE SOLAR CELL ARRAY
The array is composed of solar modules connected according to certain configura-
tion to satisfy the voltage, the current, and the power requirement. If the array
voltage is Va, the array current is Ia, and the array power is Pa, one can determine
the number of the modules required and their circuit configuration. As an example,
using the modules with the characteristics given in Fig. 1.36, we can design an array
with Va ¼ 120 V, Ia ¼ 4 A, and an output power w0.5 kW peak. The number of
modules connected in series ¼ 120 V/m ¼ 120 V/20V ¼ 6 and the number of mod-
ules strings connected in parallel ¼ 4 A/Im ¼ 4/0.7 ¼ 6. Then the total number of
the modules ¼ 6� 6 ¼ 36 modules. A protection diode may be commented in series
with the array to allow the passage of the current to the load only and prevent the
back current.

5.6 THE FLAT PLATE MODULES
Solar cells must be encapsulated to protect them against environmental effects and to
give them mechanical support for easy handling [32]. The terrestrial modules must
be hermetically sealed against the moisture. The following requirements must be
satisfied by the encapsulation:

1. rigidly support the mechanically weak solar cells
2. hermetically seal the solar cells against moisture
3. transparent for the solar radiation
4. withstand the environmental effects such as: (1) temperature cycling, (2) wind

forces, (3) rain and hail fall.
5. remain reliable for long times to be economically feasible (more than 10 years)
6. as cheap as possible
7. relief temperature cycling leading to thermomechanical stresses on solar cells

and interconnectors between them
8. have large area efficiency.
9. conduct the heat of the solar cells.

10. easily fabricated by simple processes.
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Fig. 1.37 shows the conventional solar cell plate construction for terrestrial ap-
plications. It consists of a glass superstrate above the cells and the cells are imbedded
in a polymeric adhesive material and covered by an opaque plastic cover.

5.7 FAILURE MODES OF THE MODULES
To raise the reliability of the modules, one has to locate its different failure modes
leading to deficient modules. The solar module is subjected during operation in the
field to severe environmental effects. These effects may cause failures in the mod-
ules. Knowing these failure modes and their origin, we can improve the module con-
struction, the module materials, and assembly processes to produce modules with
high reliability. Many investigations [32,33] were made to work out these failure
modes. According to this review and other related literature, these failures are as
follows:

1. fractured metal interconnects and interconnect contacts
2. cracked cells
3. discoloring, snail formation, and delamination of EVA encapsulant from module
4. potential-induced degradation and dielectric breakdown
5. corrosion
6. Workmanship.

The cause of failures may be [34]

1. deficiency in the module design
2. large temperature excursions with cyclic nature
3. large wind forces
4. nonhermetic sealing against moisture
5. nonoptimized assembly processes
6. nonthermally matched encapsulation materials

Environmental tests on solar modules show that the main cause of failure is the
dynamic wind stresses and the second main cause is the temperature cycling with
high humidity. For dry climatic conditions, such as that in south Egypt, we devel-
oped a three-plate solar cell module [35] to minimize the thermal and wind stresses.
This module is shown schematically in Fig. 1.38. Both silicone and silver paste are

FIGURE 1.37

Cross-section of superstate design for flat-plate photovoltaic modules.
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relatively soft allowing the bonding of materials with appreciably different linear
thermal coefficients.

This structure is characterized by the following:

1. The wind forces do not reach the solar cells because the upper and the lower
sheets will reflect the wind and act as barrier or wind shield.

2. Because there is no mechanical requirements on the substrate carryingthe cells, it
could be made of thin sheet; therefore, saving in weight and cost.

3. The substrate can be made of material with easy mechanical processing such as
fiber, wood, acrylic, printed boards, and plastic sheets. This makes the assembly
of the solar cells on the substrate easy.

4. One of the possible ways to assemble the cells is to bond first the interconnect
wire strips to the substrate using a glue material, then the solar cells are bonded
to the wires from the back side by conducting silver paste. Finally, the wires are
soldered to the front of the next solar cell as shown in Fig. 1.39.

One can carry out the first step by using printed circuit boards. If no silver paste is
available, one can use the through hole assembly process [36]. One uses soft adhe-
sives for die bond and wire attach to relieve the transfer of stresses between the mul-
tilayers. The detailed steps of the fabrication of this module are given in [35].

5.8 THE GLASSING FACTOR OF THE MODULE
The transparent module cover affects the incident solar radiation to the underly-
ing solar cells. It reflects some incident solar radiation and absorbs another
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Al sheet
Rubber gasket

Rubber gasket
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Acrylic sheet

Solder contact
bonded by silicon adhesive

FIGURE 1.38

Flat plate module construction.
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FIGURE 1.39

The assembly of the solar cells (SC) and the interconnected wires to a fiber substrate

sheet.
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fraction. Ideally r ¼ 0, and a ¼ 0 for l ¼ 0.3e1 mm. There is no ideal optical
cover. Acrylic absorbs much less than glass. The content of iron in glass affects
its transmittance. Especially the overall reflected part of the incident solar radiation
on solar cells can be reduced by the cover if the optical matching condition is satis-
fied. This can be achieved by choosing the encapsulate refractive index
ne ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ncover � nsc
p

, where ncover is the refractive index of the cover and nsc is
the refractive index of the antireflective coating of the solar cell. The glassing fac-
tor Fg is defined by the ratio of the output power with encapsulation to the output
power without encapsulation, i.e., Fg ¼ (Po with cover)/(Po without cover) [36].
This factor may be less or slightly greater than 1. It describes the optical perfor-
mance of the encapsulation.

6. CIRCUIT AND DEVICE SIMULATION OF SOLAR CELLS
AND MODULES

6.1 CIRCUIT-LEVEL SIMULATION
The equivalent circuit models are widely used to simulate PV cells and modules. The
main advantage of using circuit models is the availability of the standard electrical
software such as Matlab� (or Simulink) and PSpice, where the PV model can be
easily integrated into a larger system. The choice of any simulation program stands
behind the desire of giving the reader the ability of modifying system parameters
freely and examining the corresponding effects.

PSpice has become the standard industrial electrical circuit simulator. Most
semiconductor devices are modeled such that they can be included in the Pspice li-
brary. The models of the PV cell could be implemented by using subcircuit capa-
bility found in most PSpice programs [37].

In addition, Matlab� has become an important mathematical tool for simulation
in all areas of engineering. Implementation of equations needed for modeling the PV
cell is an easy task and can be done either by using Matlab� functions or Simulink
models [38]. The purpose of this section is to demonstrate a simple, yet effectiveway
to model solar cells using Matlab� and PSpic.

6.1.1 Summary of Mathematical Modeling
The first step in circuit simulation of solar cells is to build a mathematical model
representing the governing equations. Table 1.1 summarizes the basic mathematical
equations based on the single-diode model of the solar cell explained in Section 1.4,
where the temperature dependence of parameters is also included.

6.1.2 Parameter Extraction
The precise modeling of a solar cell model is based on the accuracy of the
extracted parameters in that model. It is necessary to identify the model param-
eters before the use of the selected model to simulate the cell behavior. According
to the model presented above, there are five parameters to be extracted; Iph, Is, Rs,
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Rsh, and n. In this section, we present two methods that can be implemented using
Matlab� to extract the mentioned parameters. The extraction is mainly based on
the manufacturer’s specification datasheets or experimental data. Most solar cell
manufacturers include in the datasheet, at the least, information about the
following at STC:

• short circuit current, Isc, and short circuit current/temperature coefficient Ki

• open circuit voltage, Voc, and open circuit voltage/temperature coefficient Kv

• MPP: the optimum operating point at V ¼ Vmp and I ¼ Imp.

Table 1.2 shows the steps and equations used for extracting the single-diode
model parameters using two methods. The first method relies on estimating the ide-
ality factor n, while the other is performed by getting an initial value for the shunt
resistance [39,40].

6.1.3 PSpice Model of the Solar Cell
The PSpice model of the subcircuit of an ideal solar cell can be implemented as fol-
lows [37]. First, all parameters are defined:

.param Isc_STC ¼ 3.87, Ns ¼ 36, n ¼ {ncell*Ns}, ncell ¼ 1.35, G ¼ 1000

þ Rs ¼ 0.1606, Rsh ¼ 385.86, Ki ¼ 2.6e�3 Kv ¼ �0.08, Voc_STC ¼ 21.

Temperature and temperature-dependent parameters are also included. For
example:

.param Tmod ¼ 25

.param Io ¼ {((RshþRs)*Isc_STC � Voc)/(Rsh*exp(Voc/(n*Vtn)))}

.param Iph_STC ¼ {(Isc_STC*(1 þ Rs/Rsh) þ Io*(exp(Iscn*Rs/(n*Vtn)) � 1))}

.param Iph ¼ {Iph_STCþKi*(Tmod-25)}, Voc ¼ {Voc_STC þ Kv*(Tmod-25)}

þ Vtn ¼ {0.0257*(Tmod þ 273)/298}

Table 1.1 Summary of Mathematical Equations for the Solar Cell or Module

I ¼ Iph � Is

 
e

qðVþIRsÞ
nkBT � 1

!
� VþIRs

Rsh

Iph ¼ IphðSTCÞ þ KIðT � TSTCÞ

IphðSTCÞ ¼ ISCðSTCÞ
	

G
GSTC



Voc ¼ VocðSTCÞ þ KvðT � TSTCÞ

Is ¼ IsðSTCÞ
	

T
TSTC


3
e

�qEg
nkB

	
1
T
� 1

TSTC




IsðSTCÞ ¼ ISCðSTCÞ 
e

qVocðSTCÞ
nkBTSTC �1

!

where, Eg is the band gap energy of the semiconductor; G is the surface irradiance of the cell; GSTC is
the irradiance under STC (¼1000 W/m2); Is(STC) is the nominal saturation current; ISC(STC) is the short
circuit current per cell at TSTC; kB is the Boltzmann’s constant; KI is the temperature coefficient of short-
circuit current; Kv is the temperature coefficient of open-circuit voltage; n is the diode ideality factor;
STC is standard test conditions (TSTC ¼ 25�C); T is the absolute temperature in K.
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Table 1.2 Equations and Steps of Two-Parameter Extraction Procedure

1st Method (Estimating n) 2nd Method (Initializing Rsho)

This can be done by knowing the solar cell material
and the number of series cells
n ¼ ncell � Ns

(usually, 1 < ncell < 1.5)

This can be done by calculating the slope of the
IeV curve at short circuit condition

Rsho ¼ �
�
vV
vI

�����
I¼Isc

nVTVmpð2Imp � IscÞ
ðVmpIsc � ðIsc � ImpÞVocÞðVmp � ImpRsÞ � nVT ðVmpIsc � VocImpÞ

¼ exp

�
Vmp þ ImpRs � Voc

nVT

�
This equation is an implicit equation of Rs

Rs ¼ ðA�BÞ
ðAþBÞ

Vmp

Imp
þ B

AþB
Voc

Imp

A ¼ ðVmp � ðIsc � ImpÞRshoÞlog
�
Vmp � ðIsc � ImpÞRsho

Voc � IscRsho

�
B ¼ Vmp � ImpRsho

n ¼ ðVmp�ImpRsÞðVmp�ðIsc�ImpÞRshoÞ
ðVmp�ImpRshoÞVT

Rsh ¼ ðVmp�ImpRsÞðVmp�ðIsc�ImpÞRs�nVT Þ
ðVmp�ImpRsÞðIsc�ImpÞ�nVT Imp

, Is ¼ ðRshþRsÞIsc�Voc

Rsh exp

�
Voc
nVT

� and Iph ¼ RshþRs

Rsh
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The equivalent circuit starts with the photogenerated current, which could be
assigned to a G-device which is a voltage-controlled current source. Then the circuit
may look like:

*vbias is added to trace the load current

vbias 1 0 dc 0

*to define the photogenerated current

virrad 2 0 dc {G}

*the PV module is to be defined as a subcircuit model

xPV 0 1 2 PV_mod

The subcircuit net list could be written as follows:

.subckt PV_mod 100 103 102

girrad 100 101 value ¼ {(Iph/1000)*V(102)}

d1 101 100 diode

.model diode d(is ¼ {Io}, N ¼ {n}, LEVEL ¼ 3)

rs 101 103 {Rs}

rsh 101 100 {Rsh}

.ends PV_mod

Finally, many analysis could be done using .TEMP (to sweep the temperature) or
.dc (to sweep the voltage) and so on. For example, the following order will sweep the
DC bias voltage to get the IeV characteristics.

.dc vbias 0 21 0.01

Also, we can sweep any parameter to examine its effect on the IeV characteris-
tics. For example, the following orders will sweep the irradiance and the cell ideality
factor, respectively, to get different curves at the same time.

.step param G list 1000 800 600 400 200

.step param ncell list 1.2 1.35

6.1.4 Case Studies
Here, we consider two case studies to validate the modeling and extraction tech-
niques provided in the previous subsections. The first case study is the Photowatt-
PWP 201 solar module. The module is composed of 36 solar cells connected in
series (Ns ¼ 36) and measured at 45�C [41]. This example has been widely used
by different authors as benchmark to check for parameter extraction validity. The
second case study is the BP MSX-60 solar module, which consists of 36 series solar
cells [42]. The measurements of the Photowatt-PWP 201 and the datasheet specifi-
cations of the BP MSX-60 are given in Table 1.3.
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For the Photowatt-PWP 201, the two extraction methods are applied. Regarding
method 1, the ideality factor for the module is estimated to be n ¼ 45.1958.
Regarding method 2, the initial value of the shunt resistance is Rsho ¼ 561.034 ac-
cording to measurements. Table 1.4 shows the extracted parameters using the two
methods. Fig. 1.40A shows the IeV characteristics.

Considering BP MSX-60, the first extraction method is only applied because of
the difficulty in determining the initial value of the shunt resistance. Here, the ide-
ality factor for the module is estimated to be n ¼ 46.8 (1.3 � 36). Also, Table 1.4
shows the extracted parameters and Fig. 1.40B presents the IeV characteristics
for the module at two different temperatures compared with the results obtained
from the datasheet. There is good agreement between the simulated and measured
characteristics proving that the single-diode model is satisfactory for describing
the behavior of the conventional solar cells and modules.

6.2 TCAD SIMULATION OF SOLAR CELLS
It is important to predict the device operation by TCAD (Technology Computer
Aided Design) simulations before fabrication. TCADmodeling and simulation plays

Table 1.3 Main Circuit Parameters of the Two Case Studies

Parameter
Photowatt
PWP 201

BP
MSX-60

Isc (A) 1.0317 3.87

Voc (V) 16.7785 21.1

Imp (A) 0.9120 3.56

Vmp (V) 12.6490 17.1

Ns 36 36

KV (V/K) NA �0.08

KI (A/K) NA 3 � 10�3

Table 1.4 Extracted Model Parameters of the Two Case Studies

Parameter

Photowatt
PWP 201

BP
MSX-60

Method 1 Method 2 Method 1

N 45.1958 45.5330 48.6

Rs (U) 1.3483 1.3329 0.1606

Rsh (U) 543.4009 559.7011 385.8654

Is (A) 1.3278 � 10�6 1.4690 � 10�6 1.9080 � 10�7

Iph (A) 1.0343 1.0342 3.8716
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a vital role to develop new solar cell structures and predict their performance under
various operating conditions. The goal of this section is to clarify the importance of
using process and device simulators in the simulation of the solar cells. A novel npn
solar cell structure is used as case study [43]. First, a qualitative analysis is carried
out for the proposed solar cell structure. Then, the qualitative analysis is quantita-
tively verified using SILVACO device simulator [44]. In the quantitative analysis,
first, an explanation for how to construct the solar cell structure using SILVACO pro-
cess simulator Athena is presented. Second, the electrical and optical performance
parameters are presented using the output from SILVACO device simulator Atlas.
Finally, the npn structure performance is simulated for different emitter sidewall
treatments introduced.

6.2.1 Qualitative Analysis for the Novel npn Solar Cell Structure
The conventional solar cell structure is planar. As the diffusion length of the minor-
ity carriers decreases to become less than the required light absorption depth, the
efficiency of the solar cell decreases. This can practically occur when one uses
heavily doped single-crystalline silicon, which is relatively a low-cost material
[45,46]. A proposed solution to this problem is to use the npn solar cell structure
shown in Fig. 1.41. The figure shows the detailed npn structure with the values
of its technological and physical parameters as a case study. The light incident
on the top surface will be absorbed in the active material and generate electrone
hole pairs, which will be collected by the lateral and vertical pen junctions around
the p þ substrate silicon material. Thus, the diffusion length can be decreased. To
be low cost, the structure could be fabricated using a commercially available highly
doped silicon wafer [47].

(A) (B)

FIGURE 1.40

IeV model curves and experimental data/datasheet of (A) the Photowatt-PWP 201 and

(B) MSX-60 solar modules at two different temperatures and G ¼ 1000 W/m2.
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6.2.2 Construction of npn Solar Cell Structure Using Athena
The npn structure is created in SILVACO using Athena process simulator. This pro-
cess simulator gives the facility to create the structure virtually as fabricating it on a
starting pþ wafer. The starting pþ substrate is highly doped, with doping in the order
of 1018 cm�3. Then, one makes deep trenches to produce the fingers with specific
widths. Then one produces the n þ emitter by diffusion. Then the sidewalls are
metalized with a suitable metal. The back side of the wafer receives an aluminum
metallic contact. The width of the fingers is called base width, which must be smaller
or equal to the diffusion length of the carriers in the base region.

The flow of the code is summarized as follows. First, the definition of the mesh-
ing in x- and y-direction is written. Only half of the structure can be taken into the
process simulation at first. Then using the capability of mirror, the whole structure is
defined.

go athena

line x loc¼0 spac¼2

line x loc¼0.1 spac¼2

......
line x loc¼8.5 spac¼0.5

#

line y loc¼0 spac¼0.01

......
line y loc¼80 spac¼1

FIGURE 1.41

A two-dimensional cross-sectional view of the proposed npn solar cell structure.
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Then the starting material is invoked along with its doping. This process is fol-
lowed by etching Si wafer to deposit the oxide.

init silicon c.boron¼1.0e18 orientation ¼ 111

ETCH silicon START X ¼ 8 Y ¼ 0.0

ETCH CONTINUE X ¼ 8.5 Y ¼ 0.0

ETCH CONTINUE X ¼ 8.5 Y ¼ 75

ETCH DONE X ¼ 8 Y ¼ 75

Deposit oxide thickness ¼ 0.1 div ¼ 2

etch oxide right p1.x ¼ 8

After that, diffusion of the emitter is performed.

Diffuse time ¼ 2 temp ¼ 1000 phosphorus ¼ 2e20

The process continues to define the top layer by diffusion. Then the electrodes
are defined and finally saving the structure to be used by the device simulator Atlas.-
Fig. 1.42 shows the npn structure produced by Athena. The cathode is taken as a con-
tact for nþ emitter from sidewall. The anode is taken as a contact for pþ base from
back surface. Also, the sidewall nþ emitter for the two-sidewall nþ emitter for the
npn structures are shown in figure. The top nþ layer is shown for the structure. It
is taken to be 0.25 mm, as for planar solar cell [48].

6.2.3 Electrical and Optical Characterization for the npn
Structure Performance

In this subsection, an electrical and optical characterization the npn structure is
carried out using Atlas device simulator. Fig. 1.43A shows the npn structure

FIGURE 1.42

The npn structure using SILVACO/Athena.
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IeV characteristics. The solar cell structure electrical performance parameters are
extracted and calculated as shown. Moreover, the simulated optical performance of
the npn structure using Atlas is presented. Fig. 1.43B shows the spectral response
of the structure. The important data taken from the figure are that the structure
responds well to the long-wavelength part of the input solar radiation spectrum,
which is the long-wavelength till the silicon cutoff wavelength 1.1 mm. This em-
phasizes that the vertical pn junction works very well as a long-wavelength
collector.

6.2.4 The Simulation of the Effect of Different nþ Emitter Sidewall Surfaces
on the Electrical Performance

In this subsection, the effect of different nþ emitter sidewall surfaces on the npn
structure electrical performance is presented. The objective of this study is to
show the effect of different nþ emitter sidewall surfaces on the structure electrical
performance. Two cases for the nþ emitter sidewall surfaces are studied. In the first
case, the sidewalls are passivated with SiO2. This indicates that it is done with low vs.
The second case is when an aluminum is deposited on the nþ emitter sidewall. This
indicates that the sidewall surface is an Ohmic contact with high vs. Table 1.5 sum-
marizes the extracted electrical performance parameters for both cases.

Referring to Table 1.5, it is obvious that, Isc and Jsc are not greatly affected by the
condition of the nþ emitter sidewall surface treatment. The reason is that the nþ

emitter width Wn equals to 0.18 mm, which is very narrow with respect to the pþ

base width. Thus, the nþ emitter contribution to the illumination is not important
with respect to the pþ base. As the main objective of the nþ emitter is to be a
good one, the effect of its sidewall surface treatment on the dark characteristics,
the reverse saturation current (Io) and Voc, is more important. In this study, it is
important to calculate Is as its value well clarifies the effect of nþ emitter sidewall

FIGURE 1.43

(A) The IeV characteristic of the npn structure, (B) spectral response using SILVACO.

6. Circuit and Device Simulation of Solar Cells and Modules 53



surface treatment on Voc. It is obvious that Voc is increased when the n
þ sidewall sur-

face is passivated with SiO2. The reason is that the SiO2 passivation decreases the
gradient of the excess hole distribution. Thus, the reverse saturation current de-
creases, which in turn increases Voc.
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1. INTRODUCTION TO SOLAR PHOTOVOLTAIC
LAND SUITABILITY

Compared to other renewable energy sources (RES), solar energy is a low-density
power supply that necessitates vast areas for exploitation. Also, solar photovoltaic
(PV) technology has enormous potential for deployment where the amount of global
solar radiation per year is very high. However, one of the barriers to solar power devel-
opment is the inconsistency and variability of solar irradiation which can be geograph-
ically dissimilar from one site to another. Selecting a suitable site is a crucial step
toward developing a feasible utility-scale solar PV project. Though, the utility-scale
PV considered as large-scale PV projects which can generate at least 5 MW [1,2].

Throughout solar energy research, a common question exists: What is the
optimal site for utility-size solar PV? Performing a comprehensive solar site analysis
is the first step toward ensuring a cost-effective and well-performing solar project. In
general, the process must consider decision criteria as well as restriction factors that
need to be assessed owing to their positive or negative impacts on the performance
and cost of the electricity generated. Moreover, knowing the potential sites is a stra-
tegic primarily milestone for annual power plant output prediction as well as finan-
cial viability [3].
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The geographical information system (GIS) is a powerful tool for consulting,
analyzing, and editing data, map, and spatial information. In recent years, GIS
has become progressively popular as a tool for various site selection studies, in
particular for the energy planning. Developing a decision support model that inte-
grates GIS with multicriteria can promote determining the ideal location for solar
energy. Consequently, improving the performance of the solar PV projects plays a
vital role in maximizing the generated output power, contributing to minimal project
costs and assisting in planning future infrastructure projects.

In this chapter, theses, journal papers, and conference proceedings in the last
10 years (2007e17) are reviewed. Table 2.1 summarizes the associated studies
with solar PV site selection. It presents the type of RES integrated with solar PV.
The methodologies applied to tackle the problem with decision criteria is shown
along with a grid-connection option in different contexts.

Solar PV grid-connected systems are linked and deliver power into the public
electric grid. Such systems can be either distributed type, serving a certain grid-
connected customer or centralized type, acting as a centralized power station and
feeding into a transmission grid [43]. More than 80% of researches deal with
grid-connected systems. From the location standpoint, China leads the site suit-
ability studies followed by Spain and India as shown in Fig. 2.1.

1.1 MULTICRITERIA DECISION-MAKING TECHNIQUES FOR
PHOTOVOLTAIC SITE SELECTION

Given the fact that several criteria can influence site selection, applying multicriteria
decision-making (MCDM) methods can help ease site selection for utility-scale PV
solar energy systems by considering key factors in the decision process. Various
MCDM methods differ in their data requirement and the decision makers’ (DM)
goals and their respective characteristics. Jankowski explained the integration of
GIS and MCDM ways in supporting decision-making [59]. Greene et al. provided
an overview of the methods of MCDA and its spatial extension using GIS and sug-
gested improving integration of MCDA with GIS software for increasing accessi-
bility [60]. However, the research of GIS-MCDM has focused on a relatively
small number of multicriteria approaches including the weighted linear combination
(WLC), ideal points methods, the analytical hierarchy process (AHP), elimination
and choice translating reality (ELECTRE), and Technique for Order Preference
by Similarity to Ideal Solution (TOPSIS) [61] as shown in Table 2.1. MCDM
methods have been successfully applied in many energy-planning projects. Pohekar
and Ramachandran [62], Mateo [63], and Wang et al. [64] provide an excellent liter-
ature review on application of MCDM approach in the RE planning. According to
the survey of AHP literature by Sipahi and Timor [64a], the GIS-AHP applications
are among the most often used approaches for integrating AHP with other decision
support techniques. The GIS-AHP approach ranks third. It accounts for about 11%
of all the AHP-based integrated applications (while the first and second ranking
methods, simulation and TOPSIS), account for 15% and 12% [61].
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Table 2.1 Summary of Research Studies Tackling Solar Photovoltaic (PV)
Site Selection

No. References Applied Technique

Renewable
Energy
Sources Grid Location

1 [4] AHP PV On Ismailia, Egypt

2 [5] AHP Solar farms On Konya, Turkey

3 [6] AHP PV-Wind On South, United
Kingdom

4 [7] AHP Solar-wind-
geothermal

None Indonesia

5 [8] AHP PV On South,
Morocco

6 [9] AHP Solarewind On China

7 [10] AHP PV On Serbia

8 [11] AHP PV On Andalusia,
Spain

9 [12] FAHP PV On Iran

10 [13] FAHP PV On Ulleung, Korea

11 [14] AHPdTOPSIS PV On Cartagena,
Spain

12 [15] AHP-Fuzzy OWA PV On Oman

13 [16] AHP-Fuzzy TOPSIS PV On India

14 [17] AHP-Fuzzy-WLC Solar farms On Isfahan, Iran

15 [18] FAHP-DEA PV On Taiwan

16 [19] ELECTRE PV On Murcia, Spain

17 [20] ELECTRE-II PV-Wind On China

18 [21] Fuzzy-distance
decay

PV On La Rioja,
Spain

19 [22] Fuzzy OWA PV-Wind On West, Turkey

20 [23] Grey Cumulative PV On Northwest,
China

21 [24] Transmitted Energy Solar farms None MENA

22 [25] Fuzzy ANP and
VIKOR

PV Off Taiwan

23 [26] Simulation scenarios PV On India

24 [27] Matter-Element PV-Wind Off China

25 [28] SWARAdWASPAS Solar farms On Iran

26 [29] DEMATELdDANP Solar Farms On China

27 [30] Geospatial supply PV On Fujian, China

28 [31] Axiomatic design PV On Turkey

29 [32] Binary PSO PV On Jaen, Spain

Continued
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Table 2.1 Summary of Research Studies Tackling Solar Photovoltaic (PV) Site

Selectiondcont’d

No. References Applied Technique

Renewable
Energy
Sources Grid Location

30 [33] WLC PV On Southwest,
USA

31 [34] WLC PV On EU-28

32 [35] WLC PV-Wind On Colorado,
USA

33 [36] WLC PV-CSP-
Wind

None Afghanistan

34 [37] Generation-demand PV On Malaysia

35 [38] GIS-Join PV-Wind-
Biomass

On United States

36 [39] GIS-Join Solar Farms On United Arab
Emirates

37 [40] GIS- Near Solar-wind-
hydro diesel

On Nigeria

38 [41] GIS-Intersect PV On Rajasthan,
India

39 [42] GIS-Overlay PV On East of
Morocco

40 [44] GIS-Overlay PV On Tibet, China

41 [45] GIS-Overlay PV-Bioenergy On Ontario,
Canada

42 [46] GIS-Overlay Solar On Frosinone,
Italy

43 [47] GIS-Multiply PV-wind-
biomass

On Appalachian
Mountains,
United States

44 [48] GIS-Overlay PV-wind-
hydro-
bioenergy

On Cumbria,
United
Kingdom

45 [49] ANN PV None Italy

46 [50] ANN Solar farms None Indonesia

47 [51] RETScreen-Solar
irradiation

Solar farms On Iran

48 [52] NASA-Solar
irradiation

PV None India

49 [53] GIS-Solar irradiation Solar farms On Vietnam

50 [54] GIS-Solar irradiation Solar-Wind-
Biomass

On Kujawsko,
Poland

51 [55] GIS-Solar irradiation PV-CSP None India
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AHP which developed by Saaty and Vargas [65] is the most MCDM tools applied
to facilitates the ranking of sites alternatives [4e11]. AHP grasps a combination of
qualitative and quantitative inputs. It has been popularly utilized by many authors in
several fields, including but is not limited to, renewable and conventional energy
planning, energy resources allocation, building energy management, and electricity
utility planning [62]. AHP has been criticized for rank reversal, which occurs when
adding or removing parameters that influence all other parameters to or from the
model [66]. To deal with inaccuracy, AHP employs a consistency test, and hence,

Table 2.1 Summary of Research Studies Tackling Solar Photovoltaic (PV) Site

Selectiondcont’d

No. References Applied Technique

Renewable
Energy
Sources Grid Location

52 [56] GIS-Solar irradiation Solar-wind-
biomass-
Hydro

None Salta,
Argentina

53 [57] GIS-Solar irradiation PV On Andalusia,
Spain

54 [58] GIS-Solar irradiation Solar farms None Brazil

AHP, analytical hierarchy process; ELECTRE, elimination and choice translating reality; FAHP, fuzzy
analytical hierarchy process; GIS, geographical information system; TOPSIS, Technique for order
preference by similarity to ideal solution; WLC, weighted linear combination.

FIGURE 2.1

Utility-size solar photovoltaic (PV) site suitability studies across the globe.
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it can screen out inconsistent judgments. In addition, the availability of commercial
software supports the method to overcome the influence of rank reversal. Overall,
AHP has been accepted by the international scientific community as a robust and
flexible MCDM technique to facilitate solving complex decision problems [67].
Chandio et al. [68] reviewed the GIS-based AHP as MCDA instrument for land suit-
ability assessment and concluded that the integration of GIS using AHP offered DM
with an efficient tool for land suitability analysis and proven to improve efficiency
from the economic aspect. It is important to notice from the study that the GIS-based
AHP application in spatial problems has been growing significantly for the past three
decades. In Egypt, Effat [4] used GIS and remote sensing tools along with applying
AHP to calculate the criteria weight to spatial multicriteria evaluation model. Simi-
larly, Uyan [5] applied AHP combined with GIS for solar farms site selection in
Konya, Turkey. A large area of Southern England was assessed for suitability for
the wind and solar farms by Watson and Hudson [6] who incorporates AHP to weigh
the criteria and use GIS to find the most suitable lands for both resources. Rumbayan
and Nagaska employed AHP and GIS to prioritize renewable energy resources (So-
lar, Wind, and Geothermal) in 30 provinces in Indonesia [7]. They applied AHP
model to determine the weight of each criterion and subcriterion. The GIS-AHP
applications are among the most often used approaches for integrating with other de-
cision support techniques. We observed that besides the uses of AHP as a stand-
alone method, some studies exist on AHP integration with other MCDM including
TOPSIS, WLC, and fuzzy methods. Noteworthy studies of Charabi and Gastli [15]
who conducted an assessment study of the land suitability for large PV farms imple-
mentation in Oman. They proposed AHP-WLC using fuzzy quantifiers in GIS to-
ward developing an index for land suitability for PV and CSP farms.

Several authors consider WLC and its models such as simple additive weighting,
weighted summation, weighted linear average, and weighted overlay
[33e36,42,44e48,61]. The criterion weights, wk, and value functions, v(aik), are
the main parts of this technique. The criterion weight wk is the allocated importance
value of criteria k�th to other criteria while the value function v(aik) is the worth level
of the alternative i (i ¼ 1, 2. m) with respect to that criterion k (k ¼ 1, 2. n).
For the k�th criteria to be minimized the following equation applied. The ease
of implementation within the GIS environment is the main advantages of WLC since
it can easily be implemented using map algebra operations. Accordingly, GIS-WLC
has been applied for several studies analyzing the decision. Once the weights ob-
tained, they incorporated with the criteria map layers using a combination rule
such as WLC. This method is more suitable for problems holding a large number
of alternatives that will be impossible to perform a pairwise comparison of the
alternatives. WLC and related models are often applied in site suitability, resource
availability, and land-use analysis. Malczewski, in his book titled Multicriteria
Decision Analysis in Geographic Information Science, stated that “WLC considered
as the most often used GIS-MADA”; while he discussed some weakness of this
tool including linearity assumptions, generally he highlighted the strength of
such approaches including easily understanding how an implementation in GIS
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could incorporate map algebra analysis and availability in several GIS software’s
(such as IDRISI, ILWIS, and ArcGIS) [61].

Ideal point methods order the decision alternatives based on their separations
from some reference point. The chosen alternative should have the shortest distance
from the Positive Ideal Solution and the farthest from the Negative Ideal Solution.
The final ranking is obtained using the closeness index [14]. The most popular
GIS-based ideal point method is the TOPSIS. Sánchez et al. [14] has reduced the
studied area by applying restrictive criteria to discard unsuitable areas for solar
farms projects. AHP considered weighting criteria and TOPSIS approach applied
for alternative assessment according to their degree of adequacy. Sánchez et al.
[69] applied AHP model to acquire weights of the criteria and the alternative assess-
ment completed by fuzzy TOPSIS method for the installation of solar thermoelectric
power plants.

Outranking Methods are based on pairwise comparison of alternatives on each
decision criteria. The major procedure of this approach is applying the concordance
and discordance measures. The concordance measure is based on concordance set
for which the ith alternative is not worse than the competing alternative j, on subset
of all criteria while the discordance is based on the discordance set for which alter-
native, i, is worse than the competing alternative, j [61]. The goal of outranking ap-
proaches is to find an alternative that dominate other alternatives while it cannot be
dominated by any other alternative. Outranking also requires knowing weights of the
criteria to find the best alternative [70]. There are a several formulas existed to calcu-
late the overall score for each alternative based on concordance and discordance
measures. The most widely outranking techniques integrated with GIS are the
ELECTRE and preference ranking organization method for enrichment evaluation
(PROMETHEE) [61]. Jun et al. evaluated seven wind/solar hybrid power stations,
weight the indicators by and evaluates these seven regions via ELECTRE [20].
Sánchez et al. [19] integrated ELECTRE with GIS to optimize the solar farms loca-
tions according to multiple evaluations criteria. The restricted area excluded using
GIS and criteria applied to categorize the potential plots using decision support sys-
tem. Instead of finding the best suitable site to implement solar farms, the potential
locations classified into distinct categories according to multiple evaluation aspects.

Fuzzy Methods is the description of a set of objects that have not shown sharply
defined boundaries, and such imprecisely defined sets of objects are called fuzzy sets
[71]. The fuzzy criteria and fuzzy constraints are combined to generate a decision
where the best alternative is the one with highest grade membership value. In a
particular subset þ of the universe of discourse X, the grade of membership is
defined by the membership function mM(x). The function represents any elements
x of X partially belonging to M, or the grade of membership of x in M. An object’s
membership value, which shows the degree to which it belongs to a set, can be any
number between one and zero. If mM(x) ¼ 1 that indicate element x obviously be-
longs to M whereas if mM(x) ¼ 0 it indicates x not belong to M. The element of
higher membership value represents more belong to the set [61]. The fuzzy
MCDM has two essential terms: fuzzy number which is a set of real number and
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linguistic variable which represent the state of the fuzzy number. In principle, mem-
bership functions can be of different shape but in practice, trapezoidal and triangular
types are the most commonly used fuzzy numbers [61,72e74]. Aydin et al. [22]
considered mathematical tools of Fuzzy Set Theory with decision-making procedure
that deploys ordered weighted averaging algorithm for aggregating multiple objec-
tives and prioritize the most feasible locations for hybrid solar PV-wind systems.
Janke [35] applied a multicriteria GIS modeling to identify areas that are more suit-
able for the wind and solar farms installation in Colorado. The GIS-overlay tech-
niques used to examine the relationship between land cover classes and National
Renewable Energy Laboratory solar and wind potential data.

1.2 GEOGRAPHICAL INFORMATION SYSTEM
GIS has demonstrated its ultimate potential for exploiting geographical information
to develop a spatial decision support system. The integration of GIS with other tech-
niques develops a better insight for the policy makers to improve their selection and
optimize their options by considering various subjective and conflicting criteria.
GIS-based MCDM tool is commonly applied in spatial analysis to obtain the
most favorable sites for different applications such as landfill site selection
[75,76], urban planning [68,77] and renewable energy sites [7,62]. Integrating the
two fields brings together their benefits and can offer a fine lens and more reliable
decision for the optimal solar site selection. Table 2.1 presents studies applying
GIS-based MCDM for utility-size solar PV site suitability in different regions.

The GIS is a computer media (hardware and software) for analysis, editing,
consultation, storage and disposal of spatial data for solving complex planning prob-
lems [69]. The high-level maturity and advanced embedded tools prompt the GIS to
be an excellent tool for strategic planning of solar energy development projects.
Building the decision for utility-scale solar PV power plants site selection on exten-
sive information especially from GIS offers significant advantages including [11]:

• Improve the solar project performance by ensuring the high level of solar irra-
diation and moderate air temperature.

• The orientation of the site can be optimized when the project installed on flat
ground, placed toward the south and without a large shadow.

• Minimizing the losses from transportation, power transmission, and production
by considering the sites near these utilities and nearby urban areas which is the
main consumption points.

• Reduce the environmental, society, and infrastructures impacts.
• Exclude the protected areas and unsuitable sites from the study areas.

The discoveries of the potential solar site can support the new development of in-
frastructures such as transportation and transmission lines to be near these locations
to promote the utilization of free energy. GIS-based approaches are detail-specific,
replicable across various regions and can be automated for less hands-on computing.
However, they are time-consuming and computer-resource intensive [78].
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1.3 DEALING WITH UNCERTAINTIES IN PHOTOVOLTAIC
SITE SELECTION

In many of real-life situations, there is ambiguous and incomplete information due to
measurements errors and conceptual inaccuracy; these limitations must be taken into
account particularly in the GIS-MCDM analysis. The huge study area along with a
large number of alternative sites might have noteworthy uncertainties that had better
be considered. Validating the data with ground monitoring devices could reduce the
uncertainty. There are several aspects of uncertainty during a solar PV site selection
process, uncertainty in the solar irradiation estimation is one of the significant sour-
ces of the general energy production uncertainty. Making the composition of accu-
rate data is critical for reducing uncertainty in the solar resource estimate; therefore,
it increases the assurance in the project’s power estimate [79]. On the other side, two
types of uncertainty could be combined with the decision-making process: (1) uncer-
tainty associated with the ambiguous concerning the description of the semantic
meaning of the statements and events, and (2) uncertainty related to the limited
data about the decision situation and errors within. However, the main source of un-
certainty in MCDM tools is related to the criteria weights (DM preferences) and
criteria values (criteria maps) [61]. For instance, to deal with uncertainty in the
DM evaluation in classic AHP, fuzzy AHP selected to elicit the decision criteria
weights in this integration of GIS with AHP for the site selection as shown in
Table 2.1.

Comparisons between different methodologies under the same environment
could bring insightfulness to the criteria influences and the outcomes. Further-
more, wherever the uncertainty in results designated as a function of the uncer-
tainty of the input, one can develop a framework for MCDA using a simulation
method, such as Monte Carlo for generating probability distributions of the in-
puts [80].

Sensitivity analysis focuses on how uncertainty in the output is affected by the
uncertainty in the model input factors. Hence, the influence of varying criterion
weights on the MCDA model output is, without a doubt, the most frequently applied
form of sensitivity analysis in GIS-based multicriteria modeling [81].

2. CRITERIA FOR SITE SELECTION
To deploy a solar project on a utility-scale, several criteria and factors should be
considered with the aim of optimizing the location which will result in more efficient
system, more economic to supply the needed customers and less impact on the envi-
ronment. Typically, the decision criteria are derived based on the study aim, acces-
sibility to the geo-referenced database and the existing literature. The review results
in 39 subcriteria assessed mostly under location and climate criteria. Most solar site
suitability studies deliberate solar irradiation as the most important decision criteria,
as shown in Table 2.2.
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Table 2.2 Associated Criteria for Selected Solar Photovoltaic Site
Suitability Studies

Criteria Subcriteria References

Environmental Land use and cover [5,8,11,12,17,18,25,27,28,32,35,
36,37,39,41,42,44,46,49,54]

Agrological capacity [14,19,25,29,69]

Carbon emission savings [9,20,16,23,27]

Location Distance to urban areas [4e6,8,14,11,12,16,17,19,
22,27,29,35,36,46,57,69]

Distance to main roads [4,5,6,8,11e17,19,29,33e37,
39,41,42,69]

Distance to power lines and
substations

[4e6,9,12e19,22,27e29,33e35,
37,40e42,45e47,69,82]

Distance to historical areas [6]

Distance to rivers [33]

Future capacity expansion [25]

Population density [25,34,35,40,82]

Distance to wildlife
designations

[6,16,18]

Economic Land cost [18,25,37,82]

Initial investment [18,23,25,28,32,47]

Total revenue [23]

Maintenance cost [18,20,23,25,27,28,47]

Transmission Losses [20,23,24]

Generated energy [24,30,32]

Traffic convenience degree [20,27]

Energy saving [20,27]

Financial incentives [26]

Electricity demand [20,27,28,46,48]

Present value and levelized
cost of energy

[9,28,32,40]

Payback period [9,28]

Construction cost [9,16,18,20,25,27,82]

Climatic Solar irradiation [4,6e20,22e41,45e57,69,82]

Average temperature [7,8,10e14,16,18,19,23,25,26,
29,31,39,49,52,56,57,69]

Relative humidity [10,12,17,39,52,56]

Insolation clearness index [12,52]

Average annual dusty days [12,39]

Orography Slope [4,5,8,10e19,22,29,33,34,36,
37,39,42,44,54,49,55,57,69]

Orientation [4,8,10,14,17,19,69,34,39,49,54]

Elevation [12,17,18,23,34,39,41]

Plot area [14,19,29,36,69]
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Solar irradiation is an essential criterion for large-scale PV solar power projects.
Considerable amounts of solar energy play a significant role in producing more elec-
trical power from available resources. Fig. 2.2 shows the top 10 criteria considered in
the criteria for selected solar PV site suitability studies.

Furthermore, proximity to power lines and substations prompts adequate acces-
sibility to the grid and aids to avoid the high cost of establishing new lines as well as
minimizing power loss in the transmission. Under the orography criteria, the flat
terrain is essential for large-scale PV farms so high slope areas are impractical
for such projects due to low economic feasibility. However, different slope
degrees have been considered in the literature while the most of them considered
only 3%e10% to exclude the very steep areas.

Air temperature plays a vital role in PV system performance as the surrounding
air cools PV modules and inverters convectively. Hence, improving the PV system
efficiency. With respect to the distance to urban areas, certain studies consider loca-
tions that are further away from cities more suitable for renewable energy develop-
ment to avoid negative environmental impact on urban development and to avoid not
in my back yard (NIMBY) opposition [5,19,35]. On the other hand, other studies
indicate that sites near cities have more economic advantages [4,22]. Undoubtedly,

Table 2.2 Associated Criteria for Selected Solar Photovoltaic Site

Suitability Studiesdcont’d

Criteria Subcriteria References

Social Public acceptance [9,16,20,28]

Effect on agriculture [10,16,49]

Employment and tourism [16]

Risk Political and economic risk [9,28]

Time delay risk [28]

Environmental risk [28]

FIGURE 2.2

Top 10 criteria considered in utility-size solar PV studies.
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locating the power plants nearby the adequate consumer is a key factor that should
be taking into account for such project. So, establishing the solar farms near the
highly populated cities is an advantage.

3. RESTRICTION FACTORS AND UNSUITABLE SITES
The main goal of this stage is to eliminate nonfeasible locations that have impedi-
ments to the installation and development of a utility-scale PV plant. Table 2.3 pre-
sents restrictions applied to the solar PV site suitability studies.

Table 2.3 Restrictions Used in Solar Energy Studies

No. Restrictions References

1 Urban lands [4e6,8,10,12,13,15,17,19,34,
36,39,54,69]

2 Low solar irradiation [55]

3 Protected land [4,5,8,10e13,17,19,22,30,34,35,37,
45,47,49,54,57,69,82]

4 Cultivated and high landscape
areas

[4e6,8,10,17,19,22,30,34,35,
37,39,45e47,54,69,82]

5 Water infrastructure [7,69]

6 Airports and military zones [5,14,19,69,36,49,45]

7 Wildlife areas [5,6,13,14,19,45,54,69]

8 Cultural heritage [6,13e15,19,35,69]

9 Archaeological sites [5,14,15,19,35,69,82]

10 Paleontological sites [14,19,69]

11 Roads and railroad network [4,5,15,19,69,11,10,36,37,17,
12,42,39,57]

12 Sand areas and sand dunes [15,10,39]

13 Natural disaster areas [15,54,82]

14 Higher slope areas [6,12,13,15,30,36,37,39,42,46,47,
49,54,55,82]

15 Elevation [12,13,37]

16 Mountains [14,49,69]

17 Soft soil [36,41,54,82]

18 Community interest sites [11,14,19,47,57,69,82]

19 Dams [15]

20 Flight security [22]

21 Biological significant areas [5]

22 Watercourses and streams [10e13,17,30,34,36,37,42,45e47,
49,54,57,69]

23 Coastal zones [11,10,57,69]

24 The land aspect [6]

25 Visual impact [13,16,21]
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Fig. 2.3 presents the most common applied restriction in solar PV site suitability
studies. It can be seen that protected land, cultivated, and high landscape areas along
with watercourses and streams are the most excluded areas. Furthermore, high slope
areas are not preferable for such projects due to low economic feasibility, so it has
been excluded by more than 25% of literature. Additionally, to limit the feasibility
analysis many studies discarded urban areas, highway, and railroad networks due to
the high density of population and buildings in addition to traffic safety issues.

4. CONCLUSIONS AND FUTURE WORKS
This research offers a critical and in-depth assessment of previous studies in site suit-
ability of utility-scale photovoltaic with the integration of GIS and MCDM tool.
GIS-based MCDA continues to expand in research output to offers an efficient de-
cision support system for DM. The proposed review can assist solar energy DM and
developers in identifying sites for solar projects that have a significant technical per-
formance along with minimum cost and low environmental impact.

Solar PV site suitability studies considered solar irradiation amount as the high-
est reported decision criteria followed by the proximity to power lines and land
slope, whereas the protected lands and watercourses considered the highest restric-
tion factors described in the literature. For the last 15 years, the deployment of
grid-connected PV surpasses the off-grid installation shares worldwide [83]. The
exploitation of grid-connected solar PV is proven and has gained favor where vast
areas are accessible, and a significant amount of solar irradiation is available. Conse-
quently, more than 80% of literature in this study are concerned with grid-connected
solar PV. From the context perspective, China’s installed PV capacity doubled in
2016, turning the Republic into the world’s largest producer of solar energy by ca-
pacity. At the end of 2016, installed PV capacity rose to 77.42 GW with the adding
of 34.54 GW over the course of the year while Spain has added 55 MW in 2016, a
1.12% year-on-year increase [84]. As a result of such installation growth in both

FIGURE 2.3

Top 10 restrictions used in utility-size solar PV studies.
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countries, China leads the site suitability studies followed by Spain and India. As per
authors’ knowledge, this is an original contribution to review site suitability meth-
odologies, decision criteria, and restriction factors for the solar PV.

The limitation of this review is that the findings do not include textbooks and un-
published papers in solar PV site selection literature as well as is limited only to the
English journals. This work could be enhanced by considering real projects site
assessment and confirming their suitability under different decision criteria if
designed in multiple sites. Also, finding common decision criteria and restriction
for hybrid solar PV-wind would aid DMs for siting other RES or hybrid RES system
toward ensuring cost-effective and well-performing projects.
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1. INTRODUCTION
The market growth of photovoltaic (PV) and wind energy systems over the last
decade has reached 50 GWp of PV plants and 62.7 GW of wind turbines installed
in 2015 (increasing 25% and 20% for PV and wind energy systems, respectively,
over that in 2014). The total capacity, respectively, in Europe and in the world has
reached 94.6 and 227 GW for PV [1] and 141.7 and 432.56 GW for wind energy
plants at the end of 2015 [2].

As the electricity part produced by PV and wind energy systems increases
(Table 3.1), it becomes crucial to integrate these two intermittent and stochastic
renewable energies systems (ISRES) into electricity grids.

One of the main challenges for the near-future global energy supply is to main-
tain safety with a high integration of renewable energy sources [4]. The stochastic
and intermittent behavior of solar and wind resources poses numerous problems
to the electricity grid operator; they will be reviewed in the first part of this paper.
These problems can be partially solved by introducing energy storage means and
smart grids within the electrical network and developing and improving production
forecasting methods. The interest of forecasting methods for solar and wind produc-
tion will be discussed in a second paragraph and it will be shown that the develop-
ment of such methods is fundamental for a good management of the energy flows
over the electrical networks and for the energy storage.

The intermittent and stochastic production management has a significant cost,
which could be considerably reduced by using a forecasting method by the elec-
tricity grid operator. This cost aspect will be treated in the fourth paragraph.

Table 3.1 Intermittent Renewable Energy Production Rate in Some
Countries [3]

Country
Installed Capacity
(GW) in 2012a

Percentage of the
Energy Mix (%)

Objective for
2020 (%)

Spain 28.9
22.5 þ 0 þ 6.3

22 29

Germany 63.9
31 þ 0.3 þ 32.6

12.4 26

United
Kingdom

10.6
5.9 þ 3 þ 1.7

5.6 22

France 11.6
7.6 þ 0 þ 4

4.0 12

Italy 24.5
8.1 þ 0 þ 16.4

9.7 8

United
States

67.7
60 þ 0 þ 7.7

3.7 6

China 83.6
75.3 þ 0 þ 8.3

2.5 6

a Wind turbine þ offshore þ PV.

78 CHAPTER 3 Forecasting of Intermittent Solar Energy Resource



After a paragraph on the accuracy evaluation of the models, the various available
forecasting methodologies for solar irradiation will be presented according to the
forecast horizon. Finally, new perspectives will be reported in a last paragraph.

2. INTERMITTENT AND STOCHASTIC RENEWABLE ENERGY
PRODUCTION IN AN ELECTRICAL GRID

It is important to explain why the introduction of intermittent and stochastic electri-
cal power into an electrical network induces some difficulties for the energy man-
ager, to better understand the need to have efficient forecasting tools to estimate
the wind and PV powers at various temporal horizons.

Before getting into details, it is worth reminding ourselves some principles on the
electrical network management, especially on the challenge to reach at every
moment a precise balance between production and consumption.

2.1 THE PRODUCTION/CONSUMPTION BALANCE: A DIFFICULT TASK
EVEN WITH CONVENTIONAL ENERGY PRODUCTION MEANS

The produced electricity must be immediately used whenever it is sent to the elec-
trical network. The energy manager must have all the means necessary to produce
electrical energy and must especially ensure a precise balance between electricity
generation and demand. In a power system, this power balance must be maintained
at any moment, i.e., the electricity demand must be balanced by the electricity gen-
eration at all times. The electrical network must be working at a stabilized frequency
(50 Hz, sometimes 60 Hz); thus, the production systems must adapt their production
to the power consumption either in the electrical stations or in the dispatching center
at all time.

In normal mode, there is a situation of balance: the production is always equal to
the consumption and the electricity frequency slightly fluctuates around the refer-
ence frequency as seen in Fig. 3.1.

In case decrease of the electrical production happens suddenly because of the
loss of a means of production (or if a shadow of a cloud moves across a PV plant
or the wind speed drops off in front of the wind turbine), this balance is broken
and the frequency falls below the reference frequency. In these conditions, a rapid
increase of the produced electrical power by a connected production means is
required (taking into account the ramp rate e rate of power rise) or the start-up of
a new production means should be added (according to the start-up time). But the
power ramp rate of an energy plant and its starting time are not instantaneous as
seen in Table 3.2 [5]. As the run-up time is long, the activation of a new production
system should be anticipated; only a hydraulic plant starts rapidly, followed by a
light-fuel turbine; internal combustion engines (fuel or gas) need about 45 min
before starting to produce electricity (see Table 3.2).
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Without the anticipation of the consumption followed by the start-up of a new
energy means, the imbalance remains leading to a load shedding on the one hand.
If this load shedding is too slow or insufficient, a risk of blackout arises. On the other
hand, if the load is lower than the production (because of an overproduction of a PV
plant for instance), the frequency increases and it might present a danger for the

FIGURE 3.1

Electrical dispatching center (Sofia, Bulgaria) (personal picture).

Table 3.2 Characteristics of Electricity Production Plants [5]

Type Size (MW)

Minimum
Power
Capacity
(%)

Rise Speed
in Power
Per Min (%)

Start-Up
Time (h)

Nuclear power
plant

400e1300
per reactor

20 1 40 (cold)-18 h
(hot)

Steam thermal
plant

200e800 per
turbine

50 0.5e5 11e20 h (cold)-
5 h (hot)

Fossil-fired power
plants

1e200 50e80 10 10 mine1 h

Combined-cycle
plant

100e400 50 7 1e4 h

Hydropower plant 50e1300 30 80e100 5 min

Combustion turbine
(light fuel)

25 30 30 15e20 min

Internal combustion
engine

20 65 20 45e60 min
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electrical machines, the security system stops the electrical machine leading to a po-
wer failure in the network.

As demonstrated, the power system is a dynamic system, continuously subject to
changing conditions, some variations can be anticipated, while others cannot be pre-
dicted [6]. A power system has to meet a continuously varying consumer load. In
terms of energy control, the load represents the primary independent variable e
the driver whose controllable elements within the power system should be posi-
tioned and should respond. It is continuously changing in amplitude at annual, sea-
sonal, daily, minute-to-minute, and second-to-second time steps. The reliability of
the system becomes dependent on its ability to accommodate expected and unex-
pected changes and disturbances while maintaining quality and continuity of service
for the customers.

2.2 INTERMITTENCE OF RENEWABLE PRODUCTION AND IMPACT ON
THE ELECTRICAL GRID MANAGEMENT

Wind and sun are variable and unforeseeable generating resources. They impact, at
all time, the planning and operation processes. The wind and solar variability have
their own characteristics and time frames (Fig. 3.2). The variability and unpredict-
ability of wind and solar sources are important as the penetration levels are high
[7e9].

The uncertainty and variability of wind and solar resources pose problems for
grid operators. This variability requires additional and complex actions to balance
the system. The integration of ISRES into an electrical network intensifies the
complexity of the grid management [10e12]. A greater flexibility in the system is
necessary to accommodate supply-side variability and the relationship between gen-
eration levels and loads.

When the renewable electrical power is lower or higher than the power demand,
other generation units must compensate the difference, which implies that the global
production system should operate with a sufficient reserve margin (electrical sys-
tems already in operation but in part-load operation) because most traditional gen-
eration units require a considerable start-up time. This allows the system to cover up
the loss of generation when needed [13,14].

The introduction of solar or wind systems in the electrical network induces two
kinds of constraints [13,15e17]:

• Some constraints related to the source: The power is not guaranteed because of
the intermittent and stochastic behavior of the source, leading to the necessity to
continuously provide other means in reserve able to compensate the variations
of power and to react immediately (in increasing or decreasing their production
in a short time). Solar and wind sources are not always available when they are
needed and sometimes are present, whereas the network does not require. In this
case, their production is in excess. The conventional energy system (as fuel
motor) works in part-load mode for the purpose of being able to react rapidly to

2. Intermittent and Stochastic Renewable Energy Production 81



FIGURE 3.2

Example of variability of the solar and wind resources and corresponding renewable production.
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a quick variation of intermittent renewable power (then, with a low efficiency
and an increase of the fuel consumption per kWh produced and of the kWh
production cost) [11,18].

• Some technical constraints: Wind and PV systems have no inertia and then are
sensible to voltage and frequency drops, which cut the production and aggravate
the incidents. Moreover they do not participate in the “system service,” to the
electrical network stability and quality (voltage and frequency regulation,
switch-on in autonomous mode or black-start) [19e21]. These systems behave
like passive generators from an electrical point of view. Then, some conven-
tional production means with inertia must work permanently to maintain a
voltage and frequency regulation provided by conventional electrical plants.

The penetration rate of ISRES, i.e., the power generated by ISRES compared
with the total electrical consumption must be limited to guarantee an electrical
grid stability and a security of supply. Some feedbacks in Denmark show that for
a penetration rate up to 20% or 30% some stability problems can occur. A French
directive limits the active power from these plants at 30% of the total active power.
The same maximum penetration rate of random renewable electrical systems is used
in other countries such as Canary Archipelago (Spain). This ISRES power limitation
imposes to develop methodologies for determining the renewable energy absorption
capability [22] and need to have a good knowledge of produced and consumed en-
ergy fluxes at various temporal horizons.

3. NEED FOR SOLAR AND WIND FORECAST: FORECAST
HORIZON AND TIME STEP

Forecasting the ISRES output power is a requirement for a good operation of the po-
wer grid and for an optimal management of the energy flows occurring into the
ISRES [23]. It is necessary to estimate the reserves, scheduling the power system,
and congestion management, for optimally managing the storage and for trading
in the electricity market [3,4,21,24e27].

As underlined in paragraph 2.1, even if no ISRES is integrated in the network,
energy and power reserves are needed and can be divided in two categories: contin-
gency reserve, used in case of specific event (such as power plant switch-on), and
“no-event” reserves used continuously (for instance, because of unreliable load pre-
diction) [28]. These reserves (contingency and no-event ones) are started at various
time scales: within 1 min (primary reserve) using spinning generators, from 1 min to
1 h (secondary/tertiary reserves), and more than 1 h [29]. ISRES introduction in an
electrical network only affects the nonevent reserve particularly because of the
imperfect forecast of their production [28].

Already, it appears that a predicted and anticipated event is easier to manage. The
electrical energy operator needs to anticipate the future of the electrical production
and consumption at various temporal horizons (Fig. 3.3) [12,30].
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A forecast error induces two negative effects: First, the network operator may
receive some high penalties because an inaccurate forecast would prevent him to
reach a predicted production profile and the use of back-up generators is more
important for compensating the gap between predicted and real production
[31,32]. A solution consists in using local storage in combination with ISRES to
compensate deviations between forecasted and produced electricity [18,23,31,32]
or in combining several ISRES spread over a large area in such a way that individual
prediction errors of each ISRES would be independent and the overall forecast error
reduced (aggregate effect).

The energy storage means appears at various time scales and their management
requires to know the power or energy produced by the ISRES and consumed at
various temporal horizons: from very short or short (power quality category) to hour-
ly or daily (bulk energy storages) [3]. For the storage management, the forecasting
allows to decrease the amount of flexible reserves and to optimize the management
of the energy storage by anticipating the charge and discharge phases.

Moreover, the electrical operator needs to know the future production (Fig. 3.3)
at various time horizons: from 1e3 days to prepare the production means (and to
schedule preventive maintenances), from some minutes to hours to plan the power
plants start-up in reserve (between 5 min and 40 h according to the energy produc-
tion means [5].

FIGURE 3.3

Prediction scale for energy management in an electrical network.

V. Lara-Fanego, J.A. Ruiz-Arias, D. Pozo-Vázquez, F.J. Santos-Alamillos, J. Tovar-Pescador, Evaluation of the

WRF model solar irradiance forecasts in Andalusia (southern Spain), Solar Energy 86 (8) (2012) 2200e2217;

H.M. Diagne, M. David, P. Lauret, J. Boland, N. Schmutz, Review of solar irradiance forecasting methods and a

proposition for small-scale insular grids, Renew. Sustain. Energy Rev. 27 (2013) 65e76.
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As a result, the overall relevant horizons of forecast should range from 5 min to
several days [30]. It is apparent that the time step of predicted data (daily or hourly
energy, 10-min or 20-min energy, etc.) varies depending on objectives and on fore-
casting horizon [25].

4. COST OF INTERMITTENCE AND BENEFIT OF FORECASTING
As seen before, deleting or reducing the “unpredictable” variations of ISRES re-
quires the use of energy storages and back-up energy production means able to
compensate immediately the power variations. As a consequence, backup generators
must often remain switched-on to maintain the production/consumption balance
promptly. Besides, PVand wind energy systems should be switched off, for example,
when their electrical production exceeds a certain percentage of the global produc-
tion (ISRES power curtailment). Such difficulties entail an additional production
cost compared with conventional production. The accurate prediction of ISRES
intermittence would represent a cost-effective access to these energy resources.
As the cost of the intermittence of solar and wind resources is quite important
[33,34], a reliable forecasting of these intermittences should not only allow to
manage more efficiently the overall electrical system but also significantly reduce
the negative cost impact of these ISRES on the electrical network; at last, the
cost-effectiveness of PV and wind energy systems is increased.

Evaluation and forecasting of ISRES power appears to be an essential tool for
renewable energy power plant developers to identify the location where ISRES
could be installed and to decrease the use of conventional electricity production
means as much as possible while optimizing the profitability of ISRES.

4.1 COST OF INTERMITTENCY
There are multiple reasons why the ISRES power variations are very troublesome:
because the purchase electricity contracts are set up in advance, because back-up
generators must be stopped or switched depending on the ISRES production varia-
tions, because some of them have to be operating even without producing to
compensate instantaneously the short production variations; all of them contribute
to the cost linked to variability.

Besides, ISRES production remains uncertain until the last moment, and as elec-
tricity trading takes place the day before delivery, the deviations between forecasted
and actual production have to be balanced on short notice, which is costly as well
[35]. Electrical systems need to incorporate additional flexibilities (new operational
practices, storage, demand-side flexibility, flexible generators, etc.) to adapt them-
selves to the constraints because of the variability of renewables.

The integration costs are evocated as “an increase in power system operating
costs” [36], as “the additional cost of accommodating wind and solar” [37], as
“the extra investment and operational cost of the non-ISRES part of the power
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system when ISRES power is integrated” [35], as “comprising variability costs and
uncertainty costs” [38], or also as “additional costs that are required in the power
system to keep customer requirement (voltage, frequency) at an acceptable reli-
ability level” [39] in the literature.

Some references are listed below which will give us an order of magnitude of
integration costs or variability costs. Three reviews on integration costs gave a qua-
sisimilar range of 0e6 V/kWh [28,35,40]. The cost of variability depends on the
technology and is estimated to be 6.16e8.47 V/MWh for solar PV, 3.85 V/MWh
for solar thermal, and about 3.08 V/MWh for wind systems [41]. For wind energy
systems, integration costs between 1.57 and 4.22 V/MWh [42,43]. From data ob-
tained by independent systems operators, the integration cost for wind generators
were found in the range of 0.34e6.46 V/MWh [44]. The subhourly variability
cost for 20 wind plants was 5.93 V � 0.86 V per MWh in 2008 and 2.81
V � 0.37 V per MWh in 2009 [38].

4.2 FORECASTING AND INFLUENCES ON PRODUCTION COST
ISRES energy forecasting reduces the uncertainty of variable renewable generation.
It helps grid operators more efficiently to commit or decommit generators to accom-
modate changes in ISRES generation and react to extreme events (ISRES production
or load consumption unusually high or low, reducing too the curtailment). Forecasts
allow to reduce the amount of operating reserves needed for the system, reducing
costs of balancing the system. The forecasting error is a significant parameter in
the integration costs [45] and the lack of a good forecasting implies to use larger en-
ergy reserves, which cannot be used for other utilizations [46].

With such forecasts, grid operators can schedule and operate other generating ca-
pacity efficiently, reducing fuel consumption, operation and maintenance costs, and
gas emissions as compared with simply letting variable generation “show up” [47].

Here are a few remarkable examples that already demonstrate the cost
improvement:

• one percent point improvement has produced a profit of two million Danish
crowns [48].

• six million US$ savings 1 one year as a result of forecasting [49].
• Xcel Energy in reducing its mean average errors in forecasting from 15.7% to

12.2% saved 2.5 M$ [50].
• For GE [51]: the use of production forecasts reduced operating costs by up to

14%, or 5 billion $/year, that is, a reduction of operating cost of 12e20 $/MWh.

An improvement of the forecasting reliability has sometimes a significant influ-
ence on the integration cost:

• a 1% Mean Absolute Error (MAE) improvement in a 6-h-ahead forecast induces
a reduction of 972 k$ for 6 months (0.05% of the total system cost) and a
decrease of wind curtailments by about 35 GWh [52].
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• with a wind penetration of 33% into the Irish electricity system, an improvement
from 8% to 4% in MAE has saved 0.5%e1.64% the total system costs and has
induced a curtailment reduction of 9% [53];

• a wind forecasting improvement of 20% doubled the savings compared with a
10% improvement [54] (Fig. 3.4). Moreover, at low penetration levels (up to
15%), savings are modest and for higher penetration levels (e.g., 24%), the
savings versus the forecasting improvement is not linear as demonstrated by
[55]. In Fig. 3.4, the 100% perfect forecast is not possible but shows the
maximum possible benefit of a good forecasting on the operating cost [54].

The forecasting improvement on the operating reserve shortfalls (insufficient
generation available to serve the load) and on the wind curtailment (because of over-
production of wind turbine or electrical congestion) has also been estimated [54]
(Fig. 3.5).

Improved forecasts reduce the amount of curtailment by up to 6% and increase
the reliability of power systems by reducing operating reserve shortfalls. A 20%
wind forecast improvement could decrease reserve shortfalls by as much as two-
thirds with 24% of wind energy penetration.

Solar and wind forecasting is the main solution to manage the variable nature of
solar or wind energy production, before establishing the more expensive strategies of
energy storage and demand response systems would be put in place. Furthermore,
once a forecasting system is in place, it provides additional benefits through the opti-
mized use of these demand-side resources.

A reliable forecasting method for ISRES production has a very positive influ-
ence on:

• the reduction of the integration costs
• the decrease of the average annual operating costs
• the decrease of the reserve shortfalls
• the increase of the percentage reduction in curtailments of PV systems or wind

turbines.

The improvements impact of a good forecasting depends on the integration level
of the renewable systems within the electrical network.

5. FORECAST ACCURACY EVALUATION
Before getting into more detail concerning the various ISRES power forecasting ap-
proaches, it is necessary to learn how its performance is evaluated. In the case of
forecasting, evaluation is quite particular: For example, during development of a
forecasting model, it is a guiding self-assessment leading to improvements in the
processing chain; it can also be used as a technique to determine parameters (opti-
mizing the values given by a training set) for certain types of model structures; when
studying other models, it aims to make comparisons; and in operation it permits
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FIGURE 3.4

Left: Average annual operating cost savings versus wind penetration, for 10% and 20% wind forecast improvements e Right: Annual

operating cost savings versus wind forecast improvements for 3%, 10%, 14%, and 24% wind energy penetrations [54].
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tracking how the model is behaving in real conditions. As there are different types of
forecasts, evaluation has to be specific for each type of result.

This performance comparison is not easy for multiple reasons such as different
time horizons, various time scales of the predicted data and variability of the mete-
orological conditions from one site to another one. It consists in comparing fore-
casted outputs y (or predicted time series) with observed data y (or observed or
measured time series) which are also measured data themselves linked to an error
(or precision) of a measure [56].

Various graphic tools can be used to estimate the adequacy of the model with the
experimental measurements (Fig. 3.6):

• Time series of predicted data compared with measured data; it allows to visualize
more easily the forecast quality. In Fig. 3.6A, for instance, a high forecast ac-
curacy is observed in clear-sky situations and a low one in partly cloudy
situations.

• Scatter plots of predicted data over measured data (Fig. 3.6B): it reveals sys-
tematic bias and deviations depending on solar irradiance conditions and gives
access to the range of deviations that are related to the forecasts.

There is no well-defined evaluation measurement standard, which makes the
forecasting methods difficult to compare. A benchmarking exercise has been real-
ized within the framework of the European Actions Weather Intelligence for Renew-
able Energies (WIRE) [57] with the objective to evaluate the state-of-the-art

FIGURE 3.5

Reserve shortfalls and percentage reduction in curtailment with improved wind

generation forecasts for the 24% WECC (Western Electricity Coordinating Council) wind

energy penetration case [54].
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concerning models’ performances for short-term renewable energy forecasting.
They concluded that: “More work using more test cases, data and models needs
to be performed to achieve a global overview of all possible situations. Test cases
located all over Europe, the US and other relevant countries should be considered,
trying to represent most of the possible meteorological conditions.” This paper
very well illustrates the difficulties associated with performance comparisons.

The usually used statistics include:

• The mean bias error (MBE):

MBE ¼ 1

N
�
XN
i¼1

ðbyðiÞ � yðiÞÞ (3.1)
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Upper: Time series of predicted andmeasured global irradiationse bottom: Scatter plot of

predicted vs. measured global irradiations.
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by being the forecasted outputs (or predicted time series), y the observed data (or
observed or measured time series), and N the number of observations. MBE is not
a good indicator of the model reliability because the errors often compensate each
other, but it allows to see how much it overestimates or underestimates.

• MAE is appropriate for applications with linear cost functions, that is, situations
where the costs resulting from a poor forecast are proportional to the forecast
error:

MAE ¼ 1

N
�
XN
i¼1

jbyðiÞ � yðiÞj (3.2)

• The mean square error (MSE) uses the square of the difference between observed
and predicted values. This index penalizes the highest gaps:

MSE ¼ 1

N
�
XN
i¼1

ðbyðiÞ � yðiÞÞ2 (3.3)

MSE is usually the index minimized by training algorithms [found in Artificial
Neural Network (ANN) methods for instance].

• The root mean square error (RMSE) is more sensitive to important forecast errors
and hence is suitable for applications where small errors are more tolerable and
larger errors lead to costs that are disproportionate, as in the case of utility
applications, for example. It is probably the reliability factor that is the most
widely used:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffi
MSE

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
�
XN
i¼1

ðbyðiÞ � yðiÞÞ2
vuut (3.4)

• The mean absolute percentage error is close to the MAE but each gap between
observed and predicted data is divided by the observed data to get the relative gap.

MAPE ¼ 1

N
�
XN
i¼1

����byðiÞ � yðiÞ
yðiÞ

���� (3.5)

This index has the disadvantage of being unstable when y(i) is near zero and it
cannot be defined for y(i) ¼ 0.

Often, these errors are normalized, which is particularly true for the RMSE; the
mean value of irradiation is generally used as reference:

nRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
�
XN
i¼1

ðbyðiÞ � yðiÞÞ2
vuut

y
(3.6)
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where y is the mean value of y. Other indices exist and can be used such as the cor-
relation coefficient R (Pearson coefficient) and the index of agreement (d) normal-
ized between 0 and 1.

When different forecasting methods are evaluated using different data sets, com-
parisons using score functions are not accurate. Skill scores that relate a specific
score function with a base model overcome this problem:

SkillScore ¼ Metricforecasted �Metricreference
Metricperfectforecast �Metricreference

¼ 1� MSEforecast

MSEreference
(3.7)

where Metricforecasted is the score obtained by the method being evaluated,
Metricperfectforecast is the score obtained by an optimal forecast (i.e., by using obser-
vations as forecasts when computing the score rule), Metricreference is the score
obtained by a reference model, which is usually found either in climatology
(forecast is the average of available measures or of previously obtained average)
or persistence (last available measure is used as forecast).

“Trivial” forecast methods can be used as a reference [56]. The most common
one is the persistence model (“things stay the same”) where the forecast is always
equal to the last known data point. The persistence model is also known as the naı̈ve
model or the RandomWalk (a mathematical formalization of a path that consists of a
succession of random steps).

The solar irradiance has a deterministic component because of the geometrical
path of the sun. This component, for example, may be added as a constraint to
the most basic form of persistence in considering the measured value of the previous
day or the previous hour at the same time as a forecast value. Other common refer-
ence forecasts include those based on climate constants and simple autoregressive
methods. Such comparison with referenced Numerical Weather Prediction (NWP)
model is shown in Fig. 3.7. Generally after 1 h, the forecast is better than the persis-
tence model. For forecast horizons ahead of 2 days, climate averages show lower er-
rors and should be preferred.

6. FORECASTING METHODS FOR DIFFERENT FORECAST
HORIZONS

This paragraph presents state-of-the-art approaches to solar irradiance forecasting at
different time scales. At first, some generalities concerning time-scale and temporal
resolution, about the link between PV production and weather forecast, are devel-
oped. Then, very short-term forecasting within a temporal range of 0e6 h and fore-
casts from 6 h to days ahead will be reviewed.
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6.1 TEMPORAL HORIZON AND RESOLUTION e GENERALITIES ABOUT
SOLAR IRRADIANCE FORECASTING

The time scale is linked to the type of application and its time constants (see Figs. 3.3
and 3.8) [4].
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FIGURE 3.7

Relative root mean square error of forecasts (persistence, scaled persistence,

autoregressive moving average) depending on the forecast horizon.

FIGURE 3.8

Typical target applications for solar irradiance forecasting and their respective and

temporal scale. The blue area (dark gray in print versions) depicts the range for which the

use of numerical weather prediction models is appropriate.

D. Heinemann, E. Lorenz, M. Girodo, Forecasting of Solar Radiation. Solar Energy Resource Management for

Electricity Generation from Local Level to Global Scale. Nova Science Publishers, New York, 2006.
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Fig. 3.9 summarizes the best uses of the main existing methods (time seriese
based methods, NWP-based methods, satellite- and image-based methods) accord-
ing to the forecasting time horizon and the temporal resolution.

The existing methods can be classified in four different categories [30]:
(Fig. 3.10):

FIGURE 3.9

Forecasting time horizon versus temporal resolution.

H.M. Diagne, M. David, P. Lauret, J. Boland, N. Schmutz, Review of solar irradiance forecasting methods and a

proposition for small-scale insular grids, Renew. Sustain. Energy Rev. 27 (2013) 65e76.

FIGURE 3.10

Relation between forecasting horizons, forecasting models, and the related activities.

H.M. Diagne, M. David, P. Lauret, J. Boland, N. Schmutz, Review of solar irradiance forecasting methods and a

proposition for small-scale insular grids, Renew. Sustain. Energy Rev. 27 (2013) 65e76.
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• Time seriesebased methods: this set holds for approaches based on statistical
models solely ground on past measurements;

• NWP-based methods: this set holds for approaches based on weather forecasts
provided by a specialized provider (“NWP” is the acronym for “Numerical
Weather Forecast”);

• Satellite imageryebased methods: methods based on images of the earth taken
by satellite;

• Sky imagesebased methods: based on observations of cloud cover from the
ground with an in situ camera.

Strictly speaking, the different categories are not rival and each method is effi-
cient within the range of its own time horizon and even sometimes they can be
used together in hybrid methods.

Power prediction of PV systems usually involves several modeling steps to
obtain the required forecast information from different kinds of input data [58].

Forecasts may apply to a single PV system or to an aggregation of systems spread
over an extended geographic area. The aggregate effect, repartition of ISRES over a
large territory, allows to average and to smooth their production; thus, it is easier to
predict the production of a country than the production of a region, just as it is easier
to predict a production of a region than that of a single PV plant.

Forecasts may focus on the output power of systems or on its rate of change
(ramp rate). Forecasting methods also depend on the tools and information available
to forecasters, such as data from weather stations and satellites, PV system data, and
outputs from NWP models [59] (Fig. 3.9).

Directly forecasting the PV power from an historical PV production data series
can be more complicated than predicting solar radiation incident in the PV plant for
several reasons:

• in various models as statistical and artificial intelligence ones, a large data set is
necessary for the training, which implies that the PV plant has to be installed for
a very long time before being able to train the model, which is a rare occurrence;

• the installed power of the PV plant can be increased, some malfunctions may
occur (or only a part of the PV plant runs); thus, the historical data set is not
more reliable nor homogenous [60].

The main variables influencing PVoutput power are the irradiance in the plane of
the PV array (Global one for nonconcentrating collector and normal beam for
concentrated collector), the temperature at the back of the PV modules, and to a
lesser extent, the wind speed at the PV modules level.

The PV power forecast is obtained by introducing the irradiance forecast into a
PV simulation model. Generally, two models are used in this step: One to calculate
the direct current power output and another for modeling the inverter characteristics.
Such models are easily available with more or less complexity, but even for simple
models, their accuracy is higher than the accuracy of the irradiance forecast.
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The influence of ambient temperature via the cell temperature into the PV power
model is low and that of the wind speed even more. For the ambient temperature,
often that measured at the previous temporal horizon can be used.

Thus, the accuracy of the PV production forecasting depends mainly on the solar
irradiation forecasting.

6.2 VERY SHORT-TERM FORECASTING IN A TEMPORAL RANGE
FROM 0 TO 6 H

In the time horizon, three methods are available:

• Total sky imagery (TSI)
• Satellite Cloud Motion Vector Approach
• Stochastic learning methods or Time seriesebased method

6.2.1 Sky Imagery
TSI is used or real-time forecasting called now-time, up to 10e30 min ahead; it con-
sists in applying image processing and cloud tracking techniques to sky photos
(Fig. 3.11). The method generally assumes a persistence of the opacity, direction,
and velocity of cloud movements [62].

The cameras have a fish-eye lens that gives a 360-degree vision of the sky above
the plant (Fig. 3.11). Clouds are detected and segmented on successive images and
their past displacements are estimated so as to anticipate their next moves. The direct
sun onto the camera is responsible for one difficulty in such applications. Indeed, it
may burn the captors and lead to color saturation for several regions of the sky. Most
often, it is solved by applying a mask that follows the path of the sun (but hide some
parts of the sky). Several devices have been developed including the whole-sky
imager [63], TSI [64] and the infrared sky imager [65], which considers the infrared
rays. The Steadysun company has also developed his own camera (Steadysun) [66].

Some works were undertaken to estimate the movement of clouds on an image of
the sky [62] or the segmentation and classification of clouds [67,68] (Fig. 3.12).
Additional steps were taken for the prediction of global horizontal irradiance
[62,69e71] (Fig. 3.12) or to predict the direct normal irradiance [72].

6.2.2 Satellite Cloud Image
Clouds can be detected by satellites using visible and/or infrared images; the cloud-
iness has a strong impact on surface solar irradiance. A semiempirical method al-
lows to estimate solar irradiance from satellite using a set of cloud index images
according to the Heliosat method [73]. To calculate the cloud index image in a
first-step motion, vector fields are derived from two consecutive images [4]. The pre-
dicted image then is determined by applying the calculated motion vector field to the
actual image. Finally, solar surface irradiance is derived from the predicted cloud
index images via the Heliosat method. Fig. 3.13 gives an overview of these steps
to derive the irradiance forecast.
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Various methods “Heliosat-1,” “Heliosat-2,” or “Heliosat-3” [74e78] have been
implemented. The spatial resolution of geostationary satellite images is 1 km
(GOES) or larger (Meteosat outside high-resolution area), which is much less
than ground-based sky images. Most of the clouds cannot be detected excepted
the large convective clouds; consequently, the clouds have to be located somewhere
within the pixel. The time frequency, the download time, and the images processing
are slower than those of the sky imager ones; thus, the forecast cannot be updated as
frequently (one image of the full earth about every 30 min).

These spatial and temporal resolutions in the satellite image data reduce the per-
formance of the satellite-based approach compared with the sky imager method
associated with very short horizon [59].

FIGURE 3.11

Example of sky imager [61].
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FIGURE 3.12

USI now-cast and measured kt averaged covered by the shadow map for (A) November

10, 2012 with cumulus clouds and (B) November 17, 2012 with cumulus clouds (<2 km)

followed by altocumulus (2e7 km).Dashed lines indicate times corresponding to (c and d).

(C) Shadow map [blue (gray in print versions): clear sky, light gray: thin cloud, dark

gray: thick cloud, black: no data] corresponding to 09:07:30 PST (Pacific Standard Time)

illustrating accurate shadow map. Ground station locations are marked by black boxes,

with measured irradiance printed nearby in W/m2. Cloud velocity is indicated by a black

vector extending from the center of the shadow map. (D) Shadow map corresponding

to 14:07:30 PST illustrating compressed shadow map because of low cloud height of

457 m [71].
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As seen in Fig. 3.13, a dimensionless cloud index is calculated for each pixel and
a relationship between this cloud index and the ratio of global irradiance to clear-sky
irradiance is established. The basis of the forecasting methods relies upon the deter-
mination of the cloud structures during the previous recorded time steps. Extrapola-
tion of their motion gives rise to cloud position forecasts (considering the other
parameters constant during the time step) and, as a consequence, to the local radia-
tion situation. This method has the advantage to produce a spatial analysis of an area
within certain resolution capabilities. Several deriving methods are used for motion
vectors [79e81]. The general method is well described in Fig. 3.14 [82].

Perez et al. [83] have compared the results with forecasts based on NWP method
and according to their study, they set at approximately 6h the time horizon where
NWP-based methods become more efficient than satellite images-based ones.
They used infra-red images for determining the possible presence of snow on the
ground [84]. Marquez et al. [85] described a hybrid method coupling a time seriese
based (neural network) and satellite imagesebased methods.

6.2.3 Stochastic Learning Methods or Time SerieseBased Method
A traditional method for forecasting solar radiation is based on the time series of so-
lar energy and sometimes of other meteorological parameters. Autoregressive
models (AR) [86], Moving average (MA), Autoregressive Moving Average
(ARMA), or Markov chain models are frequently used; more recently, artificial in-
telligence methods were developed such as ANN, Fuzzy Logic, and other hybrid
methods [56,87].

FIGURE 3.13

Short-term forecasting scheme using statistical methods on satellite imagery.

Reprinted from Heinemann D., Lorenz E., Girodo M., 2006. Forecasting of solar radiation. Solar energy resource

management for electricity generation from local level to global scale, with permission from Nova Science

Publishers, Inc.
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FIGURE 3.14

Forecast of clouds motion and Heliosat method.

E. Lorenz, J. Kühnert, A. Hammer, D. Heinemann, Satellite Based Short Term Forecasting. Summer School “From Renewable Energy Production to End Users” 2.5.2013,

Montegut, France, 2013.
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The approach used in such methods consists in predicting the future solar irradi-
ance or irradiation (at different time scales) based on the past observed data [24].
Mathematically, the researched formulation is:

Gtþh ¼ f ðGt;Gt�1;Gt�2;Gt�3;.;Gt�pÞ (3.8)

In other terms, the future time step (t þ h) is forecasted based on the observed
data at the time (t, t�1., t�p).

Some of these models are presented below.

6.2.3.1 Persistence and scaled persistence
As said in paragraph 5, the persistence model is often used as a reference for deter-
mining the skill factor. It is useful to know if a forecast model provides better results
than any trivial reference model, which is the persistence model [24].

The persistence model considers that the solar radiation at t þ 1 is equal to the
solar radiation at t. It assumes that the atmospheric conditions are stationary. It is
also called the naı̈ve predictor.

Gtþ1 ¼ Gt (3.9)

Its accuracy decreases with the time horizon and is generally not adequate for
more than 1 h.

An improved version of this model is the scaled persistence model. To take into
account the fact that the apparent position of the sun is not identical between t and
t þ 1, the persistence model is corrected with a clear-sky ratio term (see Eq. 3.5) [88]
and is then called scaled persistence

Gtþ1 ¼ Gt
G
clear sky
tþ1

G
clear sky
t

(3.10)

6.2.3.2 Autoregressive Moving-Average Model
This model is well-known [89,90] for forecasting the future value of a time series.
An ARMA model is composed of an autoregressive part (AR) and a MA; p and q
are, respectively, the order of the AR and the MA (Eq. 3.11), and the ARMA
(Eq. 12) model is noted as ARMA(p, q) [91,92].

MAðqÞ/Gt ¼
Xq
i¼0

qi$εt�i ¼ qðLÞεðtÞ; ct˛ℤ (3.11)

ARðpÞ/Gt ¼
Xp
i¼1

4i$Gt�i þ εt ¼ ½4ðLÞ��1
εt; ct˛ℤ (3.12)

This model uses the statistical properties of the time series and the BoxeJenkins
methodology. It has proved its efficiency for time series with a linear structure be-
tween the data mainly. To use ARMA model, the time series must be stationary,
which is not the case for solar radiation; therefore, a process must be used previously
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in view to obtain a stationary solar radiation time series by removal of the season-
ality and trend.

The seasonality is generally deleted by using a clear-sky model, which contains
all the seasonal variability. Several models exist to detrend the hourly solar radiation;
a good overview of these models is given in [24].

6.2.3.3 Autoregressive Integrated Moving-Average Model
The ARIMA model [93] is a reference model for forecasting solar radiation and is
derived from AR and MA models. ARIMA models are fitted to time series data
either to better understand the data or to predict future points in the series (fore-
casting). They are applied in some cases where data exhibit evidence of nonstatio-
narity, where an initial differencing step (corresponding to the “integrated” part of
the model) can be applied one or more times to eliminate the nonstationarity.

Nonseasonal ARIMA models are generally denoted ARIMA (p, d, q) where
parameters p, d, and q are nonnegative integers, p being the order (number of time
lags) of the AR, d is the degree of differencing (the number of times the data
have had past values subtracted), and q is the order of the moving-average model.
When two out of the three terms are zeros, the model may be referred to based on
the nonzero parameter, dropping “AR”, “I,” or “MA” from the acronym describing
the model. For example, ARIMA(1,0,0) is AR(1), ARIMA(0,1,0) is I(1), and
ARIMA(0,0,1) is MA(1).

A regression in log has been applied to the inputs of the ARIMAmodel to predict
solar radiation [94]. At 24-h horizon, this model is more accurate than the others.

6.2.3.4 Artificial Neural Network
ANNs are particularly predominant in the field of time series forecasting with
nonlinear methods. Indeed, the availability of historical data from the meteorolog-
ical utility databases added to the fact that NNs are data-driven approaches capable
of performing a nonlinear mapping between sets of input and output variables make
this modeling tool very attractive. ANNs with d inputs, m hidden neurons, and a sin-
gle linear output unit define a nonlinear parameterized mapping from an input vector
x to an output vector y (see the relationship given in Eq. (3.13) and illustrated in
Fig. 3.15).

y ¼ yðx;wÞ ¼
Xm
j¼1

wjf

 Xd
i¼1

wjixi

!
(3.13)

The m hidden neurons are related to the tangent hyperbolic function
f ðxÞ ¼ ðex � e�xÞ=ðex þ e�xÞ. The parameter vector w ¼ ðfwjg; fwjigÞ governs
the nonlinear mapping and is estimated during a phase which is called the training
or learning phase. During this phase, the NN is trained using the data set D that con-
tains a set of n input and output examples. The second phase, called the generaliza-
tion phase, consists of evaluating the accuracy of the model on another data set, so

102 CHAPTER 3 Forecasting of Intermittent Solar Energy Resource



that they give correct outputs when confronted to examples that were not treated dur-
ing the training phase.

For the purpose of our application, the relationship between the output bk�ðt þ hÞ
and the inputs fk�ðtÞ; k�ðt � 1Þ;/; k�ðt � pÞg has the form given in Eq. (3.14).

bk�ðt þ hÞ ¼
Xm
j¼1

wj f

 Xp
i¼0

wji k
�ðt � iÞ

!
(3.14)

The NN model is equivalent to a nonlinear AR model for time series forecasting
problems. In a similar way as the ARmodel, the number of past input values p can be
calculated using the auto-mutual information technique. Particular attention must be
brought to the model establishment. Indeed, a model that is too sophisticated (too
many neurons) could overfit the training data. Several techniques like pruning or
Bayesian regularization can be employed to control the NN complexity. The
LevenbergeMarquardt (approximation to the Newton’s method) learning algorithm
combined with a max fail parameter before stopping the training is often used to es-
timate the NN model’s parameters. The max fail parameter corresponds to a regula-
rization tool limiting the number of learning steps after a characteristic number of
predictions fails: its objective is to control the model complexity [26,92].

A detailed review about artificial intelligence methods applied to solar radiation
forecasting is given in [87] and [24].

FIGURE 3.15

MLP (multilayer perceptron) for time series prediction with Ne inputs, Nc hidden nodes,

and one output.

C. Voyant, P. Randimbivololona, M.L. Nivet, C. Paoli, M. Muselli, 24-hours Ahead Global Irradiation Forecasting

Using Multi-layer Perceptron, Meteorological Applications, Wiley, 2013.
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6.3 SOLAR FORECASTING FOR RANGES BETWEEN 6 H AND DAYS
AHEAD

For an efficient planning and operation of solar energy systems and more specifically
for a good management of the electrical grid, forecasts up to 48 h or even beyond
have to be provided. NWP models allow to calculate fields of meteorological data
as wind speed or radiation in the atmosphere. They use current meteorological
data as input in mathematical models based on equations of the atmosphere within
the goal to predict solar irradiance up to several days ahead [95,96].

The most used NWP models are the global model of the European Center for
Medium-RangeWeather Forecasts (ECMWF) and the Global Forecast Systemmodel
of the National Centers for Environmental Prediction (NCEP) [10]. Because of the
complexity of the models, only 14 NWPs are currently operating worldwide [59].

Generally, these models give a forecasting from two to four times a day; the res-
olution is relatively low because of the limitation of the computing time (in the range
of 40e90 km). A mesoscale model covers a limited geographical area with a higher
resolution and a best consideration of the local meteorological phenomena. The
initial conditions of the mesoscale model are extracted from a global NWP.

Forecast improvements are often performed by comparing outputs to measured
data during a training period which is used to develop corrected forecasts. This
type of approach is often referred to as Model Output Statistics (MOS) [59].
MOS allows to interpret the outputs of the NWP and to produce site-specific fore-
casts; it is used to reduce the error of forecasting.

Perez et al. [97] found that the National Digital Forecast Database (NDFD) [a
derivative of the operational NWP models of the NCEP] had for a 8- to 26-h forecast
horizons an hourly average relative RMSE of 38%, after the application of a local
correction function.

Remund et al. [96] evaluated different NWP forecasts for global solar irradia-
tions in the United States; their RMSE values ranged between 20% and 40% for a
24-h forecast horizon. Similar results were reported by Perez et al. [83], evaluating
NWP-based irradiance forecasts in several places of the United States [98], and they
realized a similar evaluation for NWP-based forecasts in Europe and found nRMSE
(normalized Root Mean Square Error) values of about 40% for Central Europe and
about 30% for Spain.

6.4 RELIABILITY AND ACCURACY OF THE FORECASTING MODELS
Comparing prediction models is a difficult task also because the meteorological con-
ditions are often very different from a location to another. To overcome this problem,
a benchmarking exercise was organized within the framework of “WIRE” with the
purpose of evaluating the performance of state-of-the-art models for short-term
renewable energy forecasting. The exercise consisted in predicting the power output
of two wind farms and two PV power plants, to compare the merits of forecasts
based on different modeling approaches and input data [57,58]. As an example,
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Fig. 3.16 shows the MAE trend for the 1- to 72-h ahead, hourly forecasts made for
Catania with hourly time steps.

Except for a couple of models that exhibit two peaks during early morning and
late afternoon hours, all the others show a maximum MAE around 12 UTC. The dif-
ferences between the models are quite important and reach about 5%. The model
id07 performed better than the others with a 5.4% MAE/NP and 14.8% MAE/MP.
The result is particularly good, with almost 1% MAE/NP less than the second
best result of 6.3%, achieved by the model id09.

The participants of this COST action concluded that:

• For some applied machine learning techniques, where linear regressions have
been the most used, quantile regression provided the best performances despite
a low computational effort.

• A substantial source of improvement in the last 10 years should be addressed to
the NWP progress. In fact, while testing the same postprocessing technique on
older, lower spatial resolution and on newer ones, higher spatial resolution
meteorological data lead to better results. It is tricky to draw certain conclusions
from a single test case; however, an increase in model performance because of
higher resolution and better accuracy appears reasonable

A quasiexhaustive review and comparison of forecasting methods using machine
learning methodologies were realized by [56].

FIGURE 3.16

Error trendsof the1- to 72-hahead solar power forecasts starting at 0UTC for theCatania test

case (MAE/NP%andMAE/MP%).MP, mean power;NP, nominal power measured during

the test period. Id is the id number identifying each participant to the benchmarking.

S. Sperati, S. Alessandrini, P. Pinson, G. Kariniotakis, The “Weather Intelligence for Renewable Energies”

benchmarking exercise on short-term forecasting of wind and solar power generation, Energies 8 (2015)

9594e9619.
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Perez et al. [83] compared several methods of forecasting applied to seven sites;
Fig. 3.17 from [59] and drawn from results obtained by [83] shows the RMSE ob-
tained for each method.

7. THE FUTURE OF THE RENEWABLE ENERGY FORECASTING
Machine learning methods give the best results for the now-casting while methods
based on NWP are the best fit for longer horizons. However, it is reasonable to ima-
gine that in the future, some improvements would make the predictions gain in ef-
ficiency. For the very short term prediction (infra-hour), it is difficult to think that a
major breakthrough could happen: the sky imagers and the ad hoc prediction
methods already give very good results today.

7.1 NOW-CASTING
The literature shows that Support Vector Machine (SVM), ANN, k-NN, regression
tree, boosting, bagging, or random forests systematically give better results than
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FIGURE 3.17

RMSE of different solar forecasting techniques obtained over a year at seven SURFRAD

ground measurement sites (from R. Perez, S. Kivalov, J. Schlemmer, K. Hemker Jr., D.

Renné, T.E. Hoff, Validation of short and medium term operational solar radiation

forecasts in the US. Solar Energy 84 (2010) 2161e2172). The red (dark gray in print

versions) line shows the satellite now-cast for reference, that is, the satellite “forecast” for

the time when the satellite image was taken. Cloud motion forecasts derived from satellite

[yellow (dark gray in print versions) and white lines] perform better than NWP (NDFD) up

to 5 h ahead. NWP has similar accuracies for forecast horizons ranging from 1 h to 3 days

ahead.

R. Perez, S. Kivalov, J. Schlemmer, K. Hemker Jr., D. Renné, T.E. Hoff, Validation of short and medium term

operational solar radiation forecasts in the US, Solar Energy 84 (2010) 2161e2172.
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classical regression methods [92]. All the methods based on the use of regression
trees or similar methods (boosting, bagging, or random forest) are barely used
even though they give excellent results. It is not easy at this stage to draw a conclu-
sion, but in the next 5 years, it is probable that these methods might become a refer-
ence in terms of irradiation prediction. An alternative to all the previous methods is
certainly k-NN, but this should be proved. Actually, it is very difficult to propose a
ranking for machine learning methods, although SVR, regression trees, boosting,
bagging, and random forest seem the most efficient ones. To overcome this problem,
some authors do not hesitate to combine single predictors. There are a lot of solu-
tions that combine predictors. Often ANN is used to construct the predictors [56].
Systematically, the ensemble of predictors gives better results than a single predictor
but the best methodology of hybridization is not really defined. Further works are
necessary to propose a more robust method, or maybe, to prove that all the methods
are equivalent. For the moment, it is not demonstrated! Several methods exist to es-
timate the solar radiation. Some of them are often used such as ANN, ARIMA, and
naı̈ve methods; others are begin used more frequently such as SVM, SVR, and
k-mean; and others are rarely used (boosting, regression tree, random forest, etc.).
Three methods will be probably used in the few next years: SVM, regression trees
and random forests, because the results obtained today with these methods are very
promising. The deep learning, which is a branch of machine learning based on a set
of algorithms that attempt to model high-level abstractions in data by using model
architecture, with complex structures or otherwise, composed of multiple nonlinear
transformations, is certainly the kind of prediction models that will be abundantly
studied in the near future. This research area is very recent and there is not enough
experience, but in the future this kind of methodology may outperform conventional
methods, as it is already the case in other predicting domains (air quality, wind,
economy, etc.). As a consequence, forecasts reached through various methods can
be calculated to satisfy the various needs. A question then arises how they will be
put together? The answer is clearly not trivial because the various resulting forecasts
show differences on many points. Moreover, some of them will be associated with
confidence intervals, which should also be merged.

7.2 SIX HOURS AHEAD PREDICTION AND MORE
Three kinds of improvements should appear in the 10 next years, the first one con-
cerns the MOS [24], the next one the improvement of NWP, and the last one the use
of global irradiation measurement through the world to validate models and maybe
to propose a robust methodology for all sites and horizons.

7.2.1 Model Output Statistics
MOS is an objective weather forecasting technique that consists of determining a
statistical relationship between a measurement and forecast variables by a numerical
model at some projection time(s). It is, in fact, the determination of the “weather-
related” statistics of a numerical model. Lauret et al. [99] propose an improvement
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of NWP based on a postprocessing technique to reduce systematic forecast errors.
The MOS technique consists in using ground irradiance measurements to correct
localized errors from NWP models. The technique gives very good results and
should allow to generate a global and valuable method coupling machine learning
and NWP.

7.2.2 Nonhydrostatic Atmospheric Models
The goal of the NWP use is to produce a model of solar irradiation with an error
below 25% (nRMSE). Actually, the global models are not efficient but in the future,
local models based on nonhydrostatic equations will allow to obtain very good fore-
casts (for all the horizons). Note that, with this kind of models, the time and spatial
resolution can be increased and the global irradiation is available for an overall ter-
ritory with a resolution upper than 500 m.

7.2.3 High Accuracy Irradiance Measurement
For all the models tested it is important to validate the output with ground measure-
ment. The problem is obvious, but there is not enough installed sensors to validate all
the model through the world map. To overcome this problem, a database such as
Helioclim, for instance, should play an important role in the next few years. Indeed,
Helioclim-3 regroups time series of radiation components over a horizontal, fix-
tilted, and normal plane for the actual weather conditions as well for clear-sky con-
ditions. Geographical coverage corresponds to the Meteosat satellite field of view,
that is, it covers Europe, Africa, Atlantic Ocean, and Middle East. The spatial res-
olution is 3 km at Nadir, and approximately 4e5 km at 45� latitude. Data are avail-
able with a time step ranging from 15 min to 1 month. The time coverage is from
February 2004 up to current day-2 for HC3v5 and up to day-1 for HC3v4 (http://
www.soda-pro.com/fr/home).

8. CONCLUSION
This chapter has demonstrated the fundamental importance of the production fore-
casting for intermittent and stochastics power plants. Without reliable predictions,
renewable energy will not reach a high level of integration as their management
would add considerable complexity to the electricity network.

Some information about the intermittence cost, increasing the energy production
cost, were introduced and a literature review is in total agreement with the fact that a
reliable forecasting of the renewable production at various temporal horizons can
decrease these costs and make the intermittent renewable energy more competitive.

The main forecasting methods for solar radiation have been presented and clas-
sified according to the temporal horizon. The accuracy of these methods depends on
the meteorological characteristics of the site where the solar plant is installed.

At last, new perspectives of the forecasting science were shown and prove that
significant progress remains to be made to reach the perfect forecasting model.
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1. INTRODUCTION
The production of electric energy from photovoltaic (PV) has a lot of applications as
in space satellites and orbital stations, solar vehicles, power supply for loads in
remote areas, street lighting systems, and generation of electric power in central po-
wer stations. PV is environmental friendly and has no emission of harmful gasses as
the emission associated with conventional electricity generation.

For each radiation and temperature, the power generated from PV is variable with
its terminal voltage as shown in Fig. 4.1. This figure reveals that there is only one
maximum power point (MPP) associated with each radiation and temperature. By
forcing the PVarray to work at the voltage corresponding to MPP will substantially
increase the energy produced. This increase in the energy production can be trans-
lated into cost reduction of the PV power system, which shows the importance of
MPP tracker, maximum power point tracking (MPPT). Tracking MPP needs a fast
and smart controller system to counteract the fast change in weather data or load
changes.

MPPT consists of two basic components, dcedc converter and its controller,
which is shown in Fig. 4.2. Many techniques have been introduced to catch the
MPP. These techniques differ in their complexity, cost, efficiency, response, and
robustness. A survey showing comparison of some of PVMPPT techniques is shown
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FIGURE 4.1

PeV characteristics of photovoltaic (PV) module.
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in Esram and Chapman and Salas et al. [1,2], and it will be introduced and discussed
in the following sections.

1.1 DIRECT-COUPLED METHOD
In the direct-coupled method [3e5], the PV array is connected directly to the loads
without power modifier. To match the MPPs of the solar array as closely as possible,
it is important to choose the solar array characteristics according to the characteris-
tics of the load. The direct-coupled method cannot automatically track the MPPs of
the solar array when the insulation, temperature, or, load changed.

1.2 CONSTANT-VOLTAGE MPPT
It is clear from the PeV curve of Fig. 4.1 that the ratio of the array’s maximum
power voltage, Vmp, to its open-circuit voltage, Voc, is approximately constant.
So, the PV array can be forced to work as a ratio of its open-circuit voltage. The
literature reports success with 73%e80% from Voc [6e9]. The implementation
of this technique can be obtained by temporarily isolating the solar cells from
the MPPT, and a Voc measurement is taken. Next, the MPPT calculates the correct
operating point and adjusts the array’s voltage until the calculated Vmp is reached.
This technique is very simple to be implemented but it has two major problems.
The first one is the difficulty to choose the optimal value of the constantdthe ratio
between Vmp and Vocdthe other one is the momentary interruption of PV power to
determine the open-circuit voltage. The later difficulty can be overcome by using
pilot cells.
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FIGURE 4.2

PV energy system with maximum power point tracking (MPPT) system.
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1.3 CONSTANT-CURRENT MPPT
It is also observed that, the relation between the short-circuit current and the current
associated with the maximum power is approximately constant. So, it is possible to
use a constant-current MPPT algorithm that approximates the MPP current as a con-
stant ratio of the short-circuit current [10,11]. The short-circuit current is measured
and the MPP current is calculated, and the PV array output current is then adjusted
by the MPPT until the calculated MPP current is reached. This technique faces the
same problems of the constant-voltage technique. However, constant-voltage control
is normally favored because the measurement of the open-circuit voltage is much
simple than the short-circuit current. The momentary interruption in the constant
voltage or current can be avoided by using a pilot cell [12].

1.4 PERTURB AND OBSERVE TECHNIQUE
The Perturb-and-Observe (P&O) technique works by perturbing the PV system by
incrementing the array operating voltage and observing its impact on the array
output power. Because of constant step width, the system faces high oscillation espe-
cially under unstable environmental conditions. Some techniques used waiting time
to avoid high oscillation; however, it also makes the MPPT slower to respond to
weather changes. Also, this technique suffers from wrong operation, especially in
case of multiple local maxima when working in partial shading conditions. A lot
of modifications for this technique have been presented in literature [13e21].
P&O is the most frequently used technique to track the maximum power because
of its simple structure [22]. The flowchart of P&O is shown in Fig. 4.3 [23]. A com-
mon problem in this technique is that the PV module terminal voltage is perturbed
every MPPT cycle. Therefore, when the MPP is reached, the output power oscillates
around its MPP, resulting in power loss in the PV system. A modified P&O technique
has been introduced in [24] to remedy this problem by multiplying the change in the
duty ratio by dynamic constant depending on the previous change in the extracted
power. Another technique [25] used artificial neural network to predict this multi-
plying constant. These techniques increase the complexity of the system and may
cause more oscillations in stable weather conditions.

1.5 INCREMENTAL CONDUCTANCE TECHNIQUE
Among all the MPPT strategies, the incremental conductance (IncCond) technique
is widely used because of the high tracking accuracy at steady state and good adapt-
ability to the rapidly changing atmospheric conditions [26]. The IncCond method
[27e31] is based on comparing the instantaneous panel conductance with the incre-
mental panel conductance. The input impedance of the dcedc converter is matched
with optimum impedance of PV panel. This technique requires more sensing equip-
ment and sophisticated control system. The slope of the PVarray power curve is zero
at the MPP, positive for values of output power smaller than MPP, and negative for
values of the output power greater than MPP. The derivative of the PV module power
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is given as in Eq. (4.1), and the resultant equation for the error e is as in Eq. (4.2)
[23,32,33]. Tracking the MPP requires the following procedure as shown in Fig. 4.4.

dP

dV
¼ dðV � IÞ

dV
¼ I þ V

dI

dV
¼ 0 (4.1)

also,
dI

dV
þ I

V
¼ IðiÞ � Iði� 1Þ

VðiÞ � Vði� 1Þ þ
IðiÞ
VðiÞ ¼ 0

e ¼ IðiÞ � Iði� 1Þ
VðiÞ � Vði� 1Þ þ

IðiÞ
VðiÞ (4.2)

It can be implemented by a simple discrete integrator with the error signal e
considered as the input and a scaling factor. The function of the scaling factor is
to adapt the error signal e to a proper range before the integral compensator. Because
the error signal e becomes smaller as the operating point approaches the MPP, an
adaptive and smooth tracking can be achieved [32]. A modified dynamic change
in step size for IncCond is introduced to effectively improve the MPPT speed and
accuracy simultaneously [34]. This technique improves the performance of the
IncCond technique but it increases the complexity of the control system.
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FIGURE 4.3

State flowchart of perturb-and-observe MPPT technique.
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1.6 PARASITIC CAPACITANCE ALGORITHM
The parasitic capacitance algorithm [35] is similar to IncCond technique except that
the effect of the solar cells’ parasitic junction capacitance, which models charge
storage in the pen junctions of the solar cells, is included.

1.7 RIPPLE CORRELATION CONTROL
Ripple Correlation Control (RCC) [36] uses ripple in PV voltage and current to
perform MPPT. RCC correlates the time derivative of the time-varying PVarray po-
wer with the time derivative of the time-varying PVarray current or voltage to drive
the power gradient to zero, thus reaching the MPP. Simple and inexpensive analog
circuits can be used to implement RCC. An example is given in Midya et al. [37].
Experiments were performed to show that RCC accurately and quickly tracks the
MPP, even under varying irradiance levels. The time taken to converge to the
MPP is limited by the switching frequency of the power converter and the gain of
the RCC circuit. Another advantage of RCC is that it does not require any prior in-
formation about the PV array characteristics, making its adaptation to different PV
systems straightforward.
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return
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FIGURE 4.4

State-flow chart of Incremental Conductance MPPT technique.
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1.8 HILL CLIMBING TECHNIQUE
The advantage of the hill climbing (HC) MPPT technique is its simplicity [38,39]. It
uses the duty cycle of boost converter as the judging parameter when the task of the
MPPT is implemented. When the condition dP/dD ¼ 0 is accomplished, it repre-
sents that the MPP has been tracked [38]. The flow diagram of the HC algorithm
is shown in Fig. 4.5. The duty cycle in every sampling period is determined by
the comparison of the power at present time and previous time. If the incremental
power dP > 0, the duty cycle should be increased to make dD > 0. If dP < 0, the
duty cycle is then reduced to make dD < 0. The main problem associated with
this technique is because of the tradeoff between the stability of the system in con-
stant radiation period and the fast response in rapidly changing radiation. Where, the
constant radiation period needs very small value of change in duty ratio, DD to pre-
vent high oscillation of power around the MPP which reduce the energy captured
from PV and the rapidly changing radiation needs higher value of duty ratio for
fast tracking the maximum power. A modified HC technique has been introduced
[38] to remedy this problem by multiplying the change in the duty ratio by dynamic
constant depending on the previous change in the extracted power as shown in
Eq. (4.1). The flowchart of this technique is shown in Fig. 4.5.

HC technique can be implemented by using proportional integrator differentia-
tion controller or by using fuzzy logic controller (FLC). This technique requires

start

Sense V(i), I(i)

P(i) = V(i) * I(i)

D(i) =D(i)+Δ

P(i)-P(i-1) >0

D(i)=D(i)-Δ

Yes

Return

No

FIGURE 4.5

State flow chart of hill climbing MPPT technique.
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two sensors to measure the PV array voltage and current from which power is
computed or only one voltage sensor and the PV array current from the PV array
voltage is estimated.

The tuning factor of the change in the duty ratio of modified HC technique can be
obtained from the following equation [23]:

M ¼ jDDj
jDPj (4.3)

where DP represents the change of output power and DD represents the change in
duty ratio.

1.9 FUZZY LOGIC CONTROLLER AS MPPT
FLC has been introduced in many researches as in [40e47] to force the PV to work
around MPP. FLC has the advantages of working with imprecise inputs, not
needing an accurate mathematical model, and handling nonlinearity. FLC gener-
ally consists of three stages: fuzzification, aggregation, and defuzzification. During
fuzzification, numerical input variables are converted into a membership function.
The output of the systems has linguistic relations with the inputs of the system.
These relations are called rules and the output of each rule is a fuzzy set. More
than one rule is used to increase conversion efficiency. Aggregation is the process
whereby the output fuzzy sets of each rule are combined to make one output fuzzy
set. Afterward, the fuzzy set is defuzzified to a crisp output in the defuzzification
process.

1.10 PARTICLE SWARM OPTIMIZATION MPPT TECHNIQUE
Particle Swarm Optimization (PSO) is one of the swarm intelligence techniques
that uses stochastic variables based on population for solving optimization prob-
lems. This technique was first introduced by Eberhart and Kennedy in (1995)
[48]. The study to use PSO in MPPT of PV systems was by Miyatake et al. in
2004 [49]. A wide range of studies have been done in the same area. PSOs are
inspired by the social swarming behavior of fish schooling or bird’s flocking.
PSO evolutionary process, potential solutions, called particles, move about the
multidimensional search space by following and tracking the current best particle
position in the swarm. The operation of PSO technique can be outlined in the
following [27]:

Each particle in the swarm has mainly two variables associated with it. These
variables are: the position vector xi(t) and the velocity vector vi(t) as shown in
Eq. (4.4). Thus, each particle xi(t) is represented by a vector [xi1(t),
xi2(t),.,xiD(t)], where i is the index number of each particle in the swarm, D
represents the dimension of the search space, and t is the iteration number.

xiðt þ 1Þ ¼ xiðtÞ þ viðt þ 1Þ (4.4)
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The current position xi(t), the particle velocity vi(t), and the global best positionGi(t)
are used to determine the new position of the particle by calculating the velocity as
shown in the following equation:

viðt þ 1Þ ¼ uðtÞvðtÞ|fflfflfflffl{zfflfflfflffl}
Inertial parameters

þ c1r1ðPiðtÞ � xiðtÞÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Personal best velocity components

þ c2r2ðGiðtÞ � xiðtÞÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Global best velocity component

(4.5)

where u(t) is the inertia weight factor that controls the exploration of the search
space. The value of u(t) can be chosen as a constant value equal to 0.5 or as a var-
iable value to accelerate the GP obtained [50]. c1 and c2 are the acceleration con-
stants, which provide a weight for the individual and social components GP,
respectively. c1 is called self-confidence, range: 1.5e2; and c2 is called swarm con-
fidence, range: 2e2.5 [51].

In using PSO in MPPT of PV system, the duty ratio has been used as particle po-
sition and the increment change in duty ratio as the velocity. The fitness function is
the model for the PV system.

A modified PSO technique called Deterministic PSO (DPSO) [52,53] has be
used to improve the performance of MPPT under partial shading component. In
this technique, the random numbers in the acceleration factor of the conventional
PSO velocity equation have been removed. Additionally, the change in the velocity
values has been restricted to be within a certain value. This research used the expe-
rience about PeV curve under partial shading conditions to impose the limits of the
maximum velocity of each particle and the maximum allowable duty ratio depend-
ing on the resistance of the load and the internal impedance of the PV system, which
add a complexity to the proposed technique and may skip GP out of this limits. Also,
the preset values need previous experience about the size and configuration of PV
system and it may not be suitable for any future extension of the size of the PV sys-
tem without a modification of the optimization parameter. Also, in this paper hill
climbing (HC-MPPT) will be used in uniform distribution of insulation on the PV
system but DPSO will be used in case of partial shading conditions. Authors used
three branches in parallel and four PV modules in series. They used the current in
each branch to distinguish the shading condition depending on the difference in
the current between each branch. But shading can exist in each branch in the
same pattern, so the criteria will not catch partial shading. The only way to catch
shading is to have current and voltage sensors for each PV cell, which may increase
the cost of PV system considerably.

Another PSO research [54] proposed a great idea of using some particles to
locate the local peak (LP) and some other particles to look for GP. The particle
search around the LP will ensure the smooth search of the MPP. Meanwhile, the
particle search for GP will ensure the system catches the GP but these particles
may cause the system to work in some places away from maximum, which can
cause instability of the system and cause unpredicted values away from real GP.
This technique needs more consideration about the system stability; also, this
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technique imposed a complexity especially with online systems like MPPT of PV
system.

The main problem in the real operation of PSO is the use of random values on the
PV system, which can affect the stability of the system. Also, the main concern in
using PSO technique in MPPT of PV system is to have lower number of particles
to achieve consistent solution. Using conventional PSO will not achieve this require-
ment as fast as required. So, fast technique to get optimum duty change will be help-
ful in increasing the stability of the PV system. A modified PSO (MPSO) technique
[50,55] has been used to modify the inertia weight, u using genetic algorithm prin-
cipals. The modified inertia weight u can be obtained from the following equation,
which increases the value of inertia weight u for the beginning and reduce it for pre-
cise increment at the end of optimization.

uðkÞ ¼ us � ðus � ueÞðTm � kÞ=Tm (4.6)

where us is the initial inertia weight, ue is the inertia weight when reaching
maximum inertia times, and Tm is the maximum inertia times.

2. PV SYSTEM UNDER NONSHADING CONDITIONS
2.1 SIMULATION OF PV SYSTEM
The proposed system has been simulated using a Simulink that comes with Matlab
software package. In the proposed system, the simulation has been carried out using
three different techniques for comparison. In the first technique, a Matlab file has
been used to calculate the theoretical MPP of the power curve. In the second tech-
nique, a constant terminal voltage of the PV is introduced. This voltage is chosen to
be the constant voltage that corresponds to the highest possible output power in the
normal operating range. In the last technique, an FLC has been used to track the
MPP. The simulation model of the proposed system using Matlab/Simulink program
is shown in Fig. 4.6. The simulation of the proposed system contains submodels that
can be explained in the following sections.

2.1.1 Photovoltaic Cell Model
PV cell is a pen junction that can absorb photons in the light to generate electric
power by the so-called PV effect. The generated power depends on the radiation
level of the sunlight, temperature, and the terminal voltage of PV cell. Several kinds
of materials have been used to fabricate the PV cells, which differ in their charac-
teristics from one type to another. Crystalline silicon PV cells are the most widely
used [56]. Crystalline silicon PV cells have been used for a long time and it became
mature technology. Its price became lower and lower especially with mass-fraction
production. For this reason, this kind of PV cells will be considered in this paper.
Other kind of PV cells have the same analysis but with different performance
characteristics.
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A wide variety of research work have been done to implement a mathematical
model for PV cell. The two-diode model has been used in many studies [57e59].
This model of PV cell is shown in Fig. 4.7 and Eq. (4.7). This model is very accurate
but it needs intensive mathematical manipulation.

I ¼ IPH � Isat1 � e

�
q
KT

ðVþRsIÞ
�
� 1

3
5� Isat2 � e

�
q

2KT
ðVþRsIÞ

�
� 1

3
5� V þ RsI

Rsh

2
4

2
4

(4.7)

One-diode model is a widely used model than the two-diode model for PV cell
simulation because of its simplicity with acceptable accuracy and its parameter can

fcn

FIGURE 4.6

Simulink simulation model of the PV system with fuzzy logic controller (FLC) as MPPT.
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FIGURE 4.7

Equivalent circuit of photovoltaic cell (two diodes model).
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be obtained experimentally with simple and accurate techniques [52,60]. For this
reason, this model will be used in this paper. This model of PV cell is shown in
Fig. 4.8 and Eq. (4.8).

I ¼ IPH � Isat1 � e

�
q
KT

ðVþRsIÞ
�
� 1

3
5� V þ RsI

Rsh

2
4 (4.8)

where I, array output current; V, array output voltage; P, array output power; Pmax,
maximum output power; Isat1, Isat2, saturation currents of the first and second diodes;
T, array temperature in K; IPH, light-generated current; K, Boltzmann constant; Rs,
Rsh, series and shunt resistors of PV model; ILG, internal generated current of PV
cell; ID1, ID2, currents of the first and second diodes.

The PV simulator uses the radiation, temperature, and output current from PV to
determine the corresponding PV curve by using Eq. (4.8) and as shown in Fig. 4.1.
The output power from PV is the result from multiplying PV terminal voltage and its
output current.

Another method that can be used to model PV cells has been used in some
studies such as the piecewise-linear parallel branches that uses linear models to
model different parts of the IeV curve of a PV cell [61]. Also, other models
are based on driving equation in terms of open-circuit voltage and short-circuit
current [62].

The relation between the output power and terminal voltage for different radia-
tions and temperatures is shown in Fig. 4.1, where each curve represents certain ra-
diation and temperature. It is clear from this figure that the MPPs are located at
different terminal voltages. For this reason, a wide variety of MPPTs have been
developed and discussed in many studies such as that by Rezk and Eltamaly [23].
The PV cell model is based on the single-diode representation of a silicon PV cell
as illustrated in Fig. 4.8 [23,63].

The governing equations, which describe the IeV characteristics of a crystalline
silicon PV cell as described in [63], are presented as follows:

The PV cell current, IPVC is obtained by applying Kirchhoff’s current law to the
PV cell circuit shown in Fig. 4.8.

IPVC ¼ ILG � ID � IRsh
(4.9)

SHR

SR

Lo
ad

V

LGI

SHRI DI I

 

FIGURE 4.8

Equivalent circuit of photovoltaic cell (one diode model).
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The light-generated current is given as:

ILG ¼ ISCR � GN þ ItðTC � TrÞ (4.10)

Cell temperature, TC, can be obtained from the following equation:

TC ¼ Ta þ G

800

�
NOCT � 25

�
C
�

(4.11)

The diode current of the PV cell is similar to the standard diode:

ID ¼ Io

h
e

q
AKTc

ðVPVCþRSIPVCÞ � 1
i

(4.12)

The inverse saturation current of the pen junction can be expressed as:

Io ¼ Ior

�
Tc
Tr

�3

e

qEG
AK

�
1
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1
Tc

�
(4.13)

The current caused by the shunt resistance of the PV cell is

IRsh
¼ VPVC þ IPVC RS

Rsh
(4.14)

Substituting Eqs. (4.10)e(4.14) into Eq. (4.9), the cell current can be obtained.
From this equation, it can be seen that the PV cell current is a function of itself,
forming an algebraic loop, which can be solved conveniently using Simulink as
described in Fig. 4.9.

The module voltage can be obtained by:

VM ¼ VPVC � NSC (4.15)
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Simulink model of PV cell.
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The module current can be obtained by:

IM ¼ IPVC � NPC (4.16)

PVarrays are represented by the number of modules connected in series,MS, and the
number of modules in parallel, MP, where the PV array voltage and current are
given as:

VPV ¼ VPVC � NSC �MS (4.17)

IPV ¼ IPVC � NPC �MP (4.18)

2.1.2 Battery and Load Model
The battery model is shown in many studies and explained in detail in the study by
Castaner and Silvestre [64]. The accuracy of this model data is very important in the
whole system. The battery model has two modes of operation; charge and discharge
as shown in Fig. 4.10. The battery is in charge mode when the current into the battery
is positive and in discharge mode when the current is negative. The battery model
has the following input parameters:

1. Initial state of charge (SOCi) (Ah), indicating available charge,
2. Highest and lowest state of charge, SOCH (Ah) and SOCL (Ah), respectively.
3. Number of 2-V cells in series.
4. Charge and discharge battery efficiency, K.

The SOC has a linear relationship with the open-circuit terminal voltage of the
battery. Initial SOCi can be estimated based on the current open-circuit terminal
voltage of the battery. The battery with about twice the capacity of average daily
load power has been chosen in the simulation.

Sizing of the battery bank can be estimated by knowing the average kWh ob-
tained from PV system daily (5.5 kWh) and the number of days-of-autonomy
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Simulation model of the battery.
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(no-solar radiation in the location, assume it is 2 days). So, the amount of energy
storage required can be obtained from Eq. (4.19). For safety, we divide the previous
value by allowable level of discharge, SOCL (90%)

Erough ¼ Average kWh � days of autonomy

SOCL
¼ 5:5 � 2

0:75
¼ 14:67 kWh (4.19)

The capacity of the battery bank in ampere-hours assuming we select a battery
voltage of 72 V¼(6*12), C ¼ 14,667/72 ¼ 204 Ah, and according to the selected
battery (UB-8DAGM-250 Ah, 12-V dc and a price of $475) [65], the number of bat-
teries needed is six batteries in series.

The battery block implements a generic model parameterized to represent the
most popular types of rechargeable batteries.

E ¼ E0 � K
Q

Q� iT
þ Ax � e�B�iT (4.20)

where E ¼ battery no-load voltage (V); E0 ¼ battery constant voltage (72 V);
K ¼ battery polarization voltage (0.02 V); Q ¼ battery-rated capacity (250 Ah);
Ax ¼ battery exponential voltage (0.01 V); B ¼ battery exponential capacity
(2.55 (Ah)�1)

The State-of-Charge (SOC) of the battery is between 0% and 100%. The SOC for
a fully charged battery is 100% and for an empty battery is 0%. The SOC is calcu-
lated as shown in the following equation:

SOCE ¼ 100

�
1� QR

i dt

�
(4.21)

All the parameters of the equivalent circuit can be modified to represent a partic-
ular battery type, based on its discharge characteristics. A typical discharge curve is
composed of three sections:

The initial State-Of-Charge (SOCi%) of the battery: This parameter is used as an
initial condition for the simulation and does not affect the discharge curve.

The voltage factor (% of the nominal voltage) corresponding to the fully charged
voltage, for a given nominal discharge current: For example, a battery cell with a
nominal voltage of 1 V and a fully charged voltage factor of 105% has a fully
charged voltage of 1.1 V. Note that the fully charged voltage is not the no-load
voltage.

The internal resistance of the battery (U) is a generic value and is loaded, corre-
sponding to the nominal voltage and the rated capacity of the battery. The resistance
is supposed to be constant during the charge and the discharge cycles and does not
vary with the amplitude of the current.

The capacity, Q, extracted from the battery until the voltage drops under the
nominal voltage: This value should be between 0% and 100%, which is the voltage
(% of the nominal voltage) corresponding to the end of the exponential zone.

Control switches are necessary to control the charging and discharging of the bat-
tery as shown in Fig. 4.11. These switches are necessary to keep the battery from
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being overcharged or undercharged, which significantly reduces the battery’s life-
time. The operating logic used in the control switches is shown in Table 4.1. Switch
S1 will stay ON unless SOC reaches its maximum value, SOCH. Switch S2, will stay
ON unless SOC reaches its minimum value, SOCL. The simulation model of the con-
trol switches is shown in Fig. 4.12.

2.1.3 Boost Converter Model
Boost converter block model has been designed as shown in Fig. 4.13. The inputs for
this model are the change required in duty ratio, DD; radiation, G; and the PVoutput

PV
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S1 S2
PVP LP

FIGURE 4.11

Block diagram of charging control.

Table 4.1 The Operating Logic Used in the Control Switches

Mode S1 S2 SOC

1 OFF ON SOC � SOCH

2 ON OFF SOC � SOCL

3 ON ON SOCL < SOC < SOCH
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FIGURE 4.12

Simulation model of the switching control.

130 CHAPTER 4 Performance of MPPT Techniques of Photovoltaic Systems



current, IPV. The outputs of this model are the PVoutput voltage, VPV, duty ratio, D,
and output current, Io. In this model the duty ratio can take an initial value or it can
be set to zero. The value of DD is subtracted from the duty ratio to get the new value
of the duty ratio depending on the following equation:

Dðk þ 1Þ ¼ DðkÞ � DDðkÞ (4.22)

The value of the duty ratio is used to determine the output voltage of the PVarray
from the following equation:

VPV ¼ Voð1� DÞ (4.23)

The PV voltage, VPV, obtained from Eq. (4.23) and the output current from PVarray
obtained from Eq. (4.9) are used to obtain the PVarray output voltage. An efficiency
factor can be used to determine the corresponding value of the output power. The
output current that feeds the battery and load can be obtained from dividing the
output power on the output voltage, VO.

2.1.4 Model of Calculating E and DE
The Simulink model of calculating E and DE is shown in Fig. 4.14. The input values
of this module are PVoutput current (IPV) and PVoutput voltage (VPV). These values
are used to calculate the power from PV array, PPV. Then, the error signal can be
calculated depending on Eq. (4.24). The value of DE is calculated as shown in
Eq. (4.25).

FIGURE 4.13

Simulink model of the boost converter used in the simulation.
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EðnÞ ¼ PðnÞ � pðn� 1Þ
VðnÞ � Vðn� 1Þ (4.24)

DEðnÞ ¼ EðnÞ � Eðn� 1Þ (4.25)

2.1.5 Fuzzy Logic Controller Model
FLC uses approximate solution for control problems. In the beginning, Fuzzy logic
has been studied since 1920 [66]. By 1965, Zadeh [67] introduced FLC as a
controller for real applications [68]. Since then, FLC has been applied to many ap-
plications in different fields of science. FLC can be implemented easily in different
digital devices such as microcontrollers [69,70], digital signal processors (DSPs)
[71,72], and field-programmable gate arrays (FPGAs) [70,73], and it becomes
mature technology in the industrial applications. One of the useful application of
FLC is its use as MPPTof PV systems [74]. In case of partial shading of PV systems,
many LPs and only one GP will be generated in the PeV curve of the PV system as
discussed before. FLC controller can stuck with local MPP rather than the global
MPP, which will be shown when comparing with the proposed PSO MPPT
technique.

HC technique uses a perturbation in the duty ratio of the dc chopper to track the
change in power until the change of power reaches almost zero value, which is the
MPP. HC technique can be performed using FLC [74]. FLCs have the advantages of
working with imprecise inputs, not needing accurate mathematical model, and
handling nonlinearity [70].

The output power from the PV system and the voltage are used to determine the
error, E, and the change of error, DE. In Eqs. (4.16) and (4.17), E and DE are based
on the range of values of the numerical variable. Predicting the range of error, E, and
change of error, DE, depends on the experience of the system designer. These vari-
ables are expressed in terms of linguistic variables or labels such as PB (Positive
Big), PM (Positive Medium), PS (Positive Small), ZE (Zero), NS (Negative Small),
NM (Negative Medium), and NB (Negative Big) using basic fuzzy subset. Each of
these acronyms is described by a given mathematical membership function. The
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Simulink model of calculating E and DE.
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membership function is sometimes made less symmetric to give more importance to
specific fuzzy levels, or it can be symmetric as shown in reference [40]. The inputs to
an MPPT FLC are usually an error E and DE. Once E and DE calculated and con-
verted to the linguistic variables based on membership functions shown in Fig. 4.15,
the FLC output, which is typically a change in duty ratio, DD of the power converter,
can be looked up in a rule base Table 4.2. FLC membership functions for both inputs
and output variables can be used as a triangle-shaped function, which is the easiest
way to be implemented on the hardware digital control system. The linguistic

NB NM NS ZE PS PM PB

Error, E
MFs

Change of
Error,
MFs

NB NM NS ZE PS PM PB

NB NM NS ZE PS PM PB

Change in
Duty Ratio

MFs

FIGURE 4.15

A fuzzy system with 1 inputs, 1 output, and 7 MFs each.

Table 4.2 Rules for an FLC System With Two Inputs and One Output With
Seven-Membership Functions in PV Applications

E DE

NB NM NS ZE PS PM PB

NB NB NB NB NB NM NS ZE

NM NB NB NB NM NS ZE PS

NS NB NB NM NS ZE PS PM

ZE NB NM NS ZE PS PM PB

PS NM NS ZE PS PM PB PB

PM NS ZE PS PM PB PB PB

PB ZE PS PM PB PB PB PB
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variables assigned to DD for the different combinations of E and DE are based on the
power converter being used and also on the knowledge of the user.

These linguistic variables of input and output membership functions are then
compared with a set of predesigned values during aggregation stage. The relation
between the inputs and output depends on the experience of the system designer.
These relations can be tabulated as shown in Table 4.2 [40]. Some researchers pro-
portionate these variables to only five fuzzy subset functions as in Eltamaly [40].
Table 4.2 can be translated into 49 fuzzy rules (IF-THEN rules) to describe the
knowledge of control. Some of these rules are shown in the following as an example:

R25 : If E is NM and DE is PS then DD is NS

R63 : If E is PM and DE is NS then DD is PS

/

/

R51 : If E is PS and DE is NB then DD is NM

In the defuzzification stage, the FLC output is converted from a linguistic vari-
able to a numerical variable by using membership function. This provides an analog
signal, which is the change in the duty ratio, DD, of the boost converter. This value is
subtracted from previous value of the duty ratio to get its new value as shown in
Eq. (4.14).

Defuzzification is used for converting the fuzzy subset of control form inference
back to values. As the output usually required a nonfuzzy value of control, a defuz-
zification stage is needed. Defuzzification for this system is the height method. The
height method is both very simple and very fast method. The height defuzzification
method is a system of rules formally given by Eq. (4.26):

DD ¼

Pm
k¼1

cðkÞ �Wk

Pn
k¼1

WK

(4.26)

where DD ¼ change of control output; c(k) ¼ peak value of each output;
Wk ¼ height of rule k.

The FLC is implemented using the fuzzy logic tool box available in MATLAB/
Simulink. Fuzzy logic toolbox contains a tool called fuzzy inference system (FIS)
editor available with MATLAB/Simulink. The FIS editor is an effective graphical
user interface (GUI) tool provided with the fuzzy logic toolbox in Matlab/Simulink
to simplify the design of the FLC, which can be used in the system under investiga-
tion. The input and output membership functions are designed in the FIS editor.

The relation between the input and output membership functions can be intro-
duced in the aggregation stage. Aggregation stage is carried out in the FIS editor
by introducing the rules of Table 4.2 into FIS editor. The rules that come into
play for different values of inputs and the corresponding outputs can be viewed using
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the rule-viewer function. The FLC block outputs the incremental in the duty ratio of
the boost converter.

The relation between the inputs and the output of the fuzzy controller can be rep-
resented as a 3-D drawing, which is called surface function and is shown in Fig. 4.16.
It is clear that the surface function is approximately smooth, which enhances the sta-
bility of the fuzzy system.

2.2 SIMULATION RESULTS
The radiation and temperature data used in simulation are from realistic hourly data
of the Riyadh city of Saudi Arabia. These data are concentrated in a narrow range of
time (640 s), which approves the robustness of the fuzzy-controlled system. Six PV
modules have been used in the simulation and each produces 75 W, 12 V, and 4.4 A.
The simulation is carried out with FLC and the constant-voltage technique for the
purpose of comparison. These twoMPPT techniques have been compared with theo-
retical maximum power from PV module, which can be calculated using a Matlab
code. The load is connected with a PV array through a battery. The value of
SOCL of the battery is chosen to be 99% to reduce the time of simulation.
Fig. 4.17 shows in the first trace the solar radiation used in the simulation. In the sec-
ond trace of Fig. 4.17, the output power for FLC (black color) and constant-voltage
MPPT technique (blue colored) are compared with the theoretical values of MPPT
(red colored). It is clear from second trace that the power output with FLC is
following the theoretical MPP exactly but the output power with constant-voltage
control is considerably lower than that associated with FLC. Moreover, FLC can
restrain any overshooting in the input or output variables.

FIGURE 4.16

Surface function of the proposed FLC.

2. PV System Under Nonshading Conditions 135



Third trace of Fig. 4.17 shows the value of theoretical value of the optimum
voltage and the values obtained from FLC system. It is clear that the optimum
voltage from FLC system follows the corresponding values from theoretical
calculations.

Fourth trace of Fig. 4.17 shows the change of control output, DD, which is the
output from FLC. This value can be used to modulate the value of the duty ratio.
Last trace of Fig. 4.17 shows the duty ratio of the boost converter.

Output power from PV system using FLC and constant voltage along with the
theoretical MPPT are shown in Fig. 4.18 for the purpose of comparison. It is clear
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Simulation results from the Simulink model.
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from Fig. 4.17 that the output power associated with FLC system follows exactly the
theoretical MPPT, which proves the superiority of the system.

A zooming in for the E, DE, DD, D, and optimum voltage, VPV are shown in
Fig. 4.19 to simplify the tracking of the logic of the FLC system. The logic shown
in Table 4.2 can be explained with the help of this figure.

Fig. 4.20 shows the simulation results from battery and control switches models.
The SOC of the battery is shown in the first trace of Fig. 4.20. It is clear from this
trace that the SOC is between the preassigned values of SOCL (99%) and SOCH

(100%). The second trace of Fig. 4.20 shows the battery voltage. It is clear from
this trace that the battery voltage directly proportional with the SOC of the battery
shown in the first trace of Fig. 4.20. The battery current is shown in the third trace of
Fig. 4.20. In the beginning, the battery was supplying the deficit current required for
the load unless the SOC is higher than SOCL. Otherwise, the load switch S2 will be
turned OFF to prevent the battery from overdischarge and the PV current will charge
only the battery. The load current is shown in the fourth trace of Fig. 4.20. The load
current is existing unless the SOC is higher than SOCL. Otherwise, the load switch
S2 will be turned OFF to prevent the battery from overdischarge and the PV current
will charge only the battery. The PV current is shown in the last trace of Fig. 4.20. It
is clear that the battery and load will receive the PV current unless the battery gets
overcharged (SOC > SOCH). In this case the PV switch S1 will be switched OFF to
prevent the battery from getting overcharged.

2.3 EXPERIMENTAL WORK
The complete circuit is designed in many stages and connected together to perform
the complete function. Two circuits have been implemented, the first one is the

0 100 200 300 400 500 600
0

100

200

300

400

500

600

PP
V

FIGURE 4.18

The output power from PV system using FLC and constant voltage along with the

theoretical MPPT.
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power circuit of the boost converter with the isolating circuit and the temporary con-
trol signal, and the second one is the circuit of current and voltage sensors, isolating
circuits, and switch driver. The details of each component of these two circuits are
discussed in detail in the following sections.

2.3.1 Hardware Implementation of Boost Circuit
Boost or step-up converter has an output voltage that is always greater than the input
voltage. Fig. 4.21 shows a conceptual diagram of boost converter. The basic opera-
tion mechanism is that when the switch is closed, the load is isolated from the input
by the diode, and current builds up in the inductor. This current build is effectively
storing energy in the field of the inductor. When the switch is opened, the current in
the inductor wishes to continue to flow in the same direction and with the same
magnitude because of stored energy in the inductor. Therefore, the diode will turn
on and the current will immediately flow into the filter capacitor and any connected
load.

The control signal has been generated in the beginning by analog circuit to check
the operation of the boost converter with PV energy system. After that, the control
signals are generated digitally from FPGA board. The control signal should be iso-
lated from the power circuit by using isolating circuit (opto-coupler). Fig. 4.22
shows the circuit diagram of the isolating circuit. In this circuit, the output signal
from the control circuit is connected directly to points 1 and 2 of 4n32 opto-
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Simulation results of the FLC system.
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coupler. Points 5 and 6 are connected to gate and drain of the MOSFET of the boost
converter through a current-limiting resistor.

The analog pulse requires two Op-Amp and their power supply is as shown in
Fig. 4.27. The power supply supplies þ15 V, �15 V, and 0 V to the entire system
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FIGURE 4.21

Step-up dcedc converter (boost converter).
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The simulation results from battery and control switch models.
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to operate all the integrated circuits. The first Op-Amp work as saw-tooth generator
and the other one works as a comparator. The potentiometers are used to control the
switching frequency and the duty ratio of the boost converter. After checking the
performance of the complete system with the analog circuit of Fig. 4.23, the circuit
is replaced by the FPGA.
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FIGURE 4.22

The circuit diagram of isolating circuit.
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Schematic diagram of control circuit.

FIGURE 4.24

dc power supply 5 V circuit.
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FIGURE 4.25

Boost switch driver circuit.

FIGURE 4.26

PV voltage sensing circuit.

FIGURE 4.27

PV current sensing circuit.
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2.3.2 Sensors and Driver Circuits
2.3.2.1 Power Supply Circuits
The voltage and current sensing circuits and switch driver circuit requires þ5 V dc
power to operate. The required dc power has 0 V ground. The source of power can be
either the PV cells directly or any other power source like mains ac power or a bat-
tery power. For experimental purpose, ac power has been used for sensing; the
switch driver circuits are as shown in Fig. 4.24.

The ac power is first transformed to 12 V ac using a step-down transformer, and
then the 12 V ac is rectified using a full-diode bridge rectifier circuit. The output
from the rectifier circuit is regulated by the lowedrop-out voltage regulator
LD1585C. The LD1585C has a maximum of 1.2 V voltage drop (drop between input
voltage and output voltage) at full load current of 5 A. The output from the ac recti-
fier is aboutþ9 V while the regulated output voltage from LD1585C isþ5 V, which
keeps a margin ofþ4 V drop between the input and output, this grants aþ5 V stable
regulated voltage even at the full load current of the LD1585C. The LD1585C output
voltage can be adjusted using the resistor R54 (Vout ¼ 1.25*(1 þ R54/R53)). The
regulator has a fast response to load current requirements, which makes it suitable
to supply fast switching circuits. For more information about LD1585C features
and usage requirements, refer to the device datasheet.

2.3.2.2 Boost Switch Driver Circuit
The boost switch (either MOSFET or IGBT) may require a low-resistance and high-
power driver to enable it switch on/off while passing a large amount of boost current
through it. The FPGA outputs can only supply a current up-to 24 mA at 3.3 V. If the
boost switch sinks more current than this amount from the FPGA, then the FPGA
output buffer may damage. The circuit here provides a high-power buffer to
FPGA output before driving the boost switch gate as shown in Fig. 4.25. The circuit
also shifts up the driving level from 3.3 Vat FPGA output to 5 Vat switch gate. This
grants more reliable operations, especially at high boost currents and fast switching
frequencies.

The device used here is MCP14E5-XP, which is a high-speed/high-power MOS-
FET driver with output enable signal. The device has two inputs and two outputs, the
first output has the same polarity as the first input and the second output has the
inverted polarity of the second input. Connecting the two inputs together will pro-
duce two outputs with one of them having the same polarity as the input and the sec-
ond output having an inverted polarity than the input. The device has a peak output
current of 4 A.

2.3.2.3 PV Voltage-Sensing Circuit
The PV voltage has to be sensed and passed to the fuzzy control algorithm by using a
PV voltage sensing circuit in Fig. 4.26. The PV voltage is first scaled down to an
acceptable voltage level to be fed to analog to digital converter circuits (ADCs).
The scaling is achieved by a simple two-resistor voltage divider BOOST_RDIV3
and BOOST_RDIV4. The voltage drops on BOOST_RDIV4 must not exceed the
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maximum input voltage acceptable by ADC circuits. The values of BOOS_RDIV3
and BOOST_RDIV4 must be selected to satisfy the following relation:

VPVmax
� Boost RDIV4

Boost RDIV3þ Boost RDIV4
� VADCmax

(4.27)

where VPVmax
is the maximum PVoutput voltage and VADCmax

is the maximum ADC
acceptable input voltage. The scaled voltage is low-pass filtered and buffered using
the amplifier circuit shown above before passing to the ADC input. The amplifier
device used here is MCP601-XST from Microchip. The MCP601-XST is a low-
cost and simple-to-use Op-Amp; it requires a single voltage supply and provides
rail-to-rail output. The device has a wide bandwidth and is optimized for ADC cir-
cuits driving.

The PV-sensed voltage is the voltage at the PVarray terminals, which is the input
to the boost circuit. To minimize the noise in the power circuits generated by the
high-speed digital circuits (FPGA control board), the PV ground (boost ground) is
isolated from the control ground (FPGA board, sensing and switch driving ground)
by a ferrite bead as shown above.

2.3.2.4 PV Current-Sensing Circuit
The PV current has to be sensed and passed to the FLC. The PV current is first
sensed by a current sensor ACS754XCB-150. This device is a hall effectebased
linear current sensor capable of sensing ac and dc currents with a peak up to
150 A. The sensor output is a positive voltage swing between 0 and þ5 V propor-
tional to the sensed current. The output of the sensor Vsens at a given sensed current
Isens can be calculated from the following relation:

Vsens ¼ 2:5þ Isens � 2:5

150
(4.28)

where, Isens can have any value between þ150 and �150 A. Because of the fact that
the PV array is a dc power supply and the output current cannot have a negative
value, the sensible 0 to �150 A current range is not required and can be ignored.
The sensor has a sensitivity of 14 mV/A.

The second stage of the current-sensing circuit is an amplifier and low-pass filter
circuit. Because the PV array current may not reach the beak of þ150 A, the ampli-
fier amplifies the produced output voltage from the current sensor so it’s measurable
by the ADC circuit.

The amplifier circuit subtracts the þ2.5 Voffset generated by the current sensor
(at 0 A) before amplifying the sensor output and this is why the amplifier is orga-
nized as a difference amplifier. The amplification is controlled by two resistors
Rin and Rf and these resistors can be selected according to the maximum PV current
to be sensed and the maximum acceptable ADC input voltage. Rf and Rin selected
values must satisfy the following relation:

Isensmax
� 14 � Rf

Rin
� VADCmax

(4.29)
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where Isensmax
is the maximum PV current to be sensed and Vadcmax

is the maximum
input voltage accepted by ADC circuits. The Op-Amp device used in the PV current
sensing circuit is the same as the device used in PV voltage-sensing circuit.

The terminals of the current sensor ACS754XCB-150 must be connected in se-
ries with the PV array as shown in Fig. 4.27. The current passing through the PV
array must enter the sensor from its IPþ terminal and exit the sensor from its IP�
terminal. It is suggested to connect sensor’s IPþ terminal to the PV array positive
terminal and the senor’s IP� terminal to one of boost’s coil terminal.

3. SMART MAXIMUM POWER POINT TRACKER UNDER
PARTIAL SHADING CONDITIONS

3.1 PARTIAL SHADING EFFECT
PV cells should be connected in parallel and series to increase the current and
voltage, respectively, to be suitable for the load. Partial shading occurs when one
or more PV cells in the PV array are exposed to lower radiation than the rest of
the PVarray. If partial shading occurs to one or more of series PV cells, it will force
the partial shading PV cell to work with current higher than the generated current
and it will act as a load for the other PV cells. If the current flow in the shaded
PV cell is higher than the generated voltage, it will become negative as shown in
Fig. 4.28 for two PV cells in series with 500 and 1000 W/m2. It is clear from this
figure that the first PV cell works at negative terminal voltage for values of terminal
voltage lower than the open-circuit cell of the second PV cell. The relation between
the generated power from two series PV systems with variation of output voltage
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FIGURE 4.28

Terminal voltage across each PV cell of two series PV cells.
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along with the radiation of shaded PV cell is shown in Fig. 4.29. It is clear from this
figure that the generated power drops considerably with an increase in shading on the
PV cell. The relation between the power of shaded PV cell of two series PV system
with variation of its terminal voltage along with the radiation of this cell is shown in
Fig. 4.30. It is clear from this figure that the PV cell can act as load at certain termi-
nal voltage lower than its open-circuit voltage. If this happens, the PV cell temper-
ature will increase and it may be destroyed especially for higher number of PV cells
in series as will be discussed in the following section. The negative power going to
the shaded PV cell is called hot-spot point [40].

In case of higher number of series PV cells, the hot spot becomes more
serious where high current of the series PV system will pass through the shaded
PV cell, which can destroy it. Fig. 4.31 shows the variation in the generated power
of the 20 series PV cells with the terminal voltage and radiation on the shaded PV
cell when other cells are exposed to 1000-W/m2 radiation. It is clear from this
figure that the generated power of the 20 series PV cells drops considerably with
an increase in the shaded strength of only one cell. The shaded PV cell will act
as a load for the 19 PV cells and the power consumed by this cell can be the total
power generated from the other PV cells, which can easily destroy the shaded PV
cell. Fig. 4.32 shows the power of shaded PV cell among 20 series PV cells along
with its terminal voltage, and the radiation of this cell, where the rest of PV cells
exposed to 1000 W/m2. It is clear from this figure that for certain values voltage
across the shaded PV cell can be the total voltage of the other 19 PV cells, which
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Total power for two PeV cells without bypass.
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Total power of 20 series with one shaded PV cell.
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can easily destroy this shaded PV cell, especially if this voltage is greater than its
breakdown reverse voltage. It is clear from the above discussion that the hot spot
can be more dangerous for higher number of series PV cells. Some literature work
to determine the optimum number of PV cells on series to prevent its hot spot dam-
age [40].

A wide range of studies have been done to remedy the effect of hot spot of PV
systems [75,76]. One of the most effective technique is to add bypass diode along
with each PV cell or it can be connected to a certain number of PV cells to reduce
the cost of PV modules and to reduce the losses of the PV system. In case of using
two series PV cells with bypass diodes, the relation between the terminal voltage and
output power from these two PV cells with a radiation of 1000 and 500 W/m2 is
shown in Fig. 4.33. It is clear from this figure that when the terminal voltage is lower
than the open-circuit voltage of shaded PV cell, it will cause negative terminal
voltage across this shaded PV cell. During this period, the bypass diode will become
forward and the generated power from the other PV cell will flow through this diode.
This situation will cause two peaks in the output power as shown in Fig. 4.33.
Fig. 4.34 shows the relation between output power and terminal voltage for two se-
ries PV cells with bypass diodes at different shading conditions when the other PV
cell radiation is 1000 W/m2.

In case of 20 series PV cells with bypass diode connected to each one of them,
the total generated power for different radiations of shaded PV cell is shown in
Fig. 4.35. The rest of the other PV cell radiation is 1000 W/m2. It is clear from
this figure that the shaded PV cell starts working when the terminal voltage forces
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The power of shaded PV cell among 20 series PV cells.
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the voltage of the shaded PV cell to be positive. The relation between the output po-
wer of shaded PV cell and its voltage for different radiations of this cell is shown in
Fig. 4.36.

It is clear from the above discussion that the output power for shaded PV cells
with bypass diodes has local MPPs depending on the number of shaded PV cells
and the strength of the shade. This local MPP makes the regular MPPT techniques
to stick around local MPP. A modified PSO (MPSO) technique has been used to
locate the global MPP (Global Peak, GP). This technique has been compared with
one of the most effective MPPT techniques, which is FLC. For this reason, three
PV cells as an example have been used to study the local and global MPP. The rela-
tion between the generated power and terminal voltage in case of three series PV
cells at radiations of 1000, 700, 300 W/m2 is shown in Fig. 4.37. This figure shows
three MPPs numbered 1, 2, and 3, where V(1) < V(2) < V(3). The GP is the one
corresponding to the point #2. The MPPT system should follow the GP, which is
#2 as shown in Fig. 4.37. Most of the MPPT techniques may stick around the
LP [40].

3.2 MISMATCH POWER LOSS
Because of the differences in radiation on each PV cell, the generated power from
each PV cell varies from one cell to another and multiple MPPs will be generated.
The GP is lower than the sum of peaks at all peaks. The relation between the peak
power and the sum of peaks is called mismatch loss (MML) and can be mathemat-
ically modeled as shown in Eq. (4.30). So, the higher the MML, the higher the
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generated power from PV system. Also, the lower the value of MML factor, the
higher the hot spot on the PV cell with lower solar radiation. If the whole PV cells
have the same radiation and the whole PV system works at its MPP and each cell
works at its own MPP, the MML factor will be 100%. The value of MML factor
can be obtained from the following equation:

MML ¼ Maximum power of whole PVsystemPN
i¼1

PmaxðiÞ
� 100 (4.30)

where, N is the total number of PV cells in PV system.
So depending on the PV system shown in Fig. 4.37, the MML factor can be ob-

tained as follows.
If the system operates at the MPP #1

MML ¼ 60

60þ 90þ 64
� 100 ¼ 28:03%

FIGURE 4.34

The relation between output power and terminal voltage for two series PV cells with

bypass diodes at different shading conditions.
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If the system operates at the MPP #2

MML ¼ 90

60þ 90þ 64
� 100 ¼ 42:06%

If the system operates at the MPP #3

MML ¼ 64

60þ 90þ 64
� 100 ¼ 29:91%

So, it is clear that the power generated from the PV system can be increased by
((90�60)/60*100) ¼ 50% and ((90�64)/64*100) ¼$41% if the system works on
point #2 instead of points #1 and #3, respectively. Conventional MPPT techniques
stick in LP and can not follow the GP. But, MPSO technique has been introduced
to actively track the GP power which can increase the generated power considerably
and reduce the effect of hot-spot phenomena. In the following section, a comparison
between the use of FLC and PSO in MPPT of PV systems under shaded conditions
has been introduced in detail.

3.3 SIMULATION OF PROPOSED SYSTEMS
A model of PV module and dcedc boost converter with FLC and PSO techniques of
MPPTs were simulated using PSIM and Simulink software. Co-simulation between

FIGURE 4.35

The total generated power along with terminal voltage for different radiations of shaded PV

cell in case of 20 series PV cells with bypass diodes.
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FIGURE 4.36

The relation between the output power of shaded PV cell and its voltage for different

radiation of this cell.

FIGURE 4.37

The relation between the generated power and terminal voltage in case of three series PV

cells at radiation of 1000, 700, and 300 W/m2.
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PSIM and Simulink software packages is used. The co-simulation is done to take
advantage of each program to handle certain parts of the system. The response of
the different MPPT techniques is evaluated in rapidly changing weather conditions.

PSIM model showing the calculation of E and DE and the inputs to Simulink is
shown in Fig. 4.38. The simulation model showing the output signal from FLC and
MPSO in Simulink to PSIM and the switching circuit that controls the switch is
shown in Fig. 4.39. The simulation model for three PV modules and boost converter
that have been used in FLC and MPSO is shown in Fig. 4.40. The simulation model
of the proposed system in Simulink is shown in Fig. 4.41.

The simulation parameters of PV module are shown in Table 4.3.
The simulation results of the MPSO and FLC are shown in Fig. 4.42. The simu-

lation time shown in this figure has been divided to six periods each of which one is
2 s. In each 2 s, the radiation will be changed in two PV modules out of three and the
first one will be constant (1000 W/m2) all the simulation time. The idea of changing
the radiation here is to change the GP from right to lift or middle to see the response

FIGURE 4.38

PSIM model showing the calculation of E and DE and the inputs to Simulink.

FIGURE 4.39

Simulation model of output signal from FLC in Simulink to PSIM and the switching circuit.
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of the MPSO and FLC during these changes. The explanation of the simulation re-
sults shown in Figs. 4.42 and 4.43 is provided below.

During the first period from 0 to 2 s of Fig. 4.42, the radiations of G1, G2, and G3
are 1000 W/m2 each. In this case, there is only one peak and MPSO and FLC caught
the GP, which is also clear in Fig. 4.43 as only one peak of that curve.

In the second period 2e4 s, the radiation of each module is 1000, 700, and
200 W/m2. There are three peaks and the GP is the middle one as shown in
Fig. 4.43. It is clear from Figs. 4.42 and 4.43 that MPSO caught the GP with power
of 90 W but the FLC stuck around the right LP with power of 41 W. So, in this case

V

V
V

V

+
–

+
–

Σ

+
–

+

+

+

+

+

+

–

–

–

L1 D3
1e–3 0.17

47e–5

G3

G2
G1

S

S
25

Pmax

V
To 54

I

I

I

I

S

FIGURE 4.40

The simulation model for PV modules and boost converter.
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the MMLs for MPSO and FLC are 90/(90 þ 41 þ 60) ¼ 47.12% and 41/
(90 þ 41 þ 60) ¼ 21.47%, respectively. It is clear from Figs. 4.42 and 4.43 that
the generated power from MPSO is 60% greater than the power generated from
FLC in this period (2e4 s).

In the third period 4e6 s, the radiation of each module is 1000, 900, and
700 W/m2. There are three peaks and the GP is at the right-hand side. It is clear
from Figs. 4.42 and 4.43 that MPSO and FLC caught the GP with power of
140 W. So, in this case the MML for MPSO and FLC is 140/(140 þ 112 þ 60) ¼
44.9%. It is clear from Figs. 4.42 and 4.43 that the generated power from MPSO
FLC is equal in this period (4e6 s).

In the fourth period 6e8 s, the radiation of each module is 1000, 400, and 300 W/
m2. There are three peaks and the GP is at the left hand side. It is clear from
Figs. 4.42 and 4.43 that MPSO caught the GP with power of 61 W but the FLC stuck
on the right LP with power of 60 W. So in this case, the MMLs for MPSO and FLC
are 61/(61 þ 52 þ 60) ¼ 35.26% and 60/(61 þ 52 þ 60) ¼ 34.68%, respectively. It
is clear from Figs. 4.42 and 4.43 that the generated power from MPSO is slightly
greater than the power generated from FLC in this period (6e8).

In the fifth period 8e10 s, the radiation of each module is 1000, 800, 400 W/m2.
There are three peaks and the GP is the middle one. It is clear from Figs. 4.42 and
4.43 that MPSO caught the GP with power of 102 W but the FLC stuck on the right
LP with power of 83 W. So, in this case the MMLs for MPSO and FLC are

Table 4.3 Simulation Parameters of Each PV Module in PSIM [77]
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102/(102 þ 83 þ 61) ¼ 41.46% and 83/(102 þ 83 þ 61) ¼ 33.7%, respectively. It
is clear from Figs. 4.42 and 4.43 that the generated power from MPSO is 20%
greater than the power generated from FLC in this period (8e10 s).

In the last period 10e12 s, the radiation of each module is 1000, 300, and 100 W/
m2. There are three peaks and the GP is at the left hand side. It is clear from
Figs. 4.42 and 4.43 that MPSO caught the GP with power of 61 W but the FLC stuck
on the right LP with power of 20 W. So, in this case the MMLs for MPSO and FLC
are 61/(61 þ 40 þ 20) ¼ 50.41% and 20/(61 þ 40 þ 20) ¼ 16.5%, respectively. It
is clear from Figs. 4.42 and 4.43 that the generated power from MPSO is 60%
greater than the power generated from FLC in the last period (10e12 s).

It is clear from the above discussion that the FLC stuck always around local
maxima, which sometimes has lower power than the GP which reduces the gener-
ated power considerably and participation in the hot spot occurs on shaded PV
modules.
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4. CONCLUSIONS
The generated power from the PV cells is changing with the operating voltage of the
PV cell for each radiation and temperature. There is an MPP at certain voltage of the
PV cells for each radiation and temperature. MPPT is used to track this point.
Tracking the MPP by using the FLC proves an exact tracking for the MPP even
in highly changing weather conditions. Fuzzy logic control system restrains any
overshooting in input or output systems and increases a considerable amount of
the energy captured. The FLC is implemented using FPGA.

Connecting many PV modules in series and parallel has been used to increase
voltage and current to be suitable for the load. Partial shading on some PV modules
will reduce the generated voltage of the PV system than the maximum power gener-
ated from each module separately. The shaded PV module will work as a load for
other PV module, which increases the hot spot on shaded PV module and it may
destroy these shaded PV modules. Bypass diodes should be connected across each
PV module to remedy the effect of partial shading on shaded PV modules. Connect-
ing several PV modules together will produce multiple peaks (one GP and multiple
LPs) on partial shading conditions. Maximum power point tracker techniques
(MPPT) have been used to follow the GP. Most of the MPPT techniques stick around
LPs. Modified particle swarm optimization (MPSO) technique has been used to
follow effectively the GP under all operating conditions with lower number of par-
ticles and iterations. This technique has been compared with FLC technique to
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assess its operation in catching the GP. These two techniques have been simulated in
cosimulation between Matlab/Simulink and PSIM. The simulation results show that
the MPSO technique is more effective than FLC in following the GP. The generated
power has been increased considerably with MPSO technique in shading condition
than FLC. The increase in the generated power in MPSO technique than FLC de-
pends on the level of partial shading conditions. The simulation results show the su-
periority of MPSO technique during normal and partial shading conditions.
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1. MAXIMUM POWER POINT TRACKING OF A PHOTOVOLTAIC
SOURCE

It is well known that a photovoltaic (PV) array under uniform irradiance exhibits a
power versus voltage (PeV) characteristic with a unique point, called the Maximum
Power Point (MPP), where the array provides maximum output power [1]. Because
the PeV characteristic of a PVarray and hence its MPP change as a consequence of
the variation of the irradiance level and of the panels’ temperature (which is in turn
function of the irradiance level, of the ambient temperature, of the efficiency of the
heat exchange mechanism and of the operating point of the panels), it is necessary to
track continuously the MPP to maximize the power output from a PV system, for a
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given set of operating conditions. Many Maximum Power Point Tracking (MPPT)
techniques have been presented in the literature [1e8]. Nevertheless, the Perturb
and Observe (P&O) and Incremental Conductance (INC) techniques are widely
used [8], especially for low-cost implementations. In case of mismatching operating
conditions of the PV modules of a given PV array (because of the effects of clouds,
shadows of neighboring objects, dirtiness, manufacturing tolerances, different orien-
tation of parts of the PV field, dust, uneven aging, thermal gradients etc.), the PeV
characteristic of the PV field may exhibit more than one peak, because of the pres-
ence of bypass diodes and/or of PV cells that work in reverse bias conditions, and
MPPT algorithms can fail. As a result, a marked reduction of the overall system ef-
ficiency occurs [9e14]. Moreover, the absolute maximum power of a mismatched
PV field is lower than the sum of the available maximum powers that the mis-
matched modules would be able to provide if each of them could operate in its
own MPP. Therefore, it is evident that the adoption of a PV system architecture
able to allow each PV module of the array to operate in its own MPP is highly desir-
able. Such an architecture can be obtained by choosing one of the two possible
following options. The first option is represented by the possibility of using
module-dedicated DC/AC converters, often called microinverters, carrying out the
MPPT for each PV module [15e25]. Microinverters have their output ports directly
connected in parallel to the grid. The second option is represented instead by the pos-
sibility of using module-dedicated DC/DC converters, often called microconverters
or power optimizers or module maximizers, carrying out the MPPT for each PV
module [26e44]. Indeed, as discussed in [44], each bypass diode of a given PV mod-
ule should be substituted by a microconverter to avoid the drawbacks associated to
mismatching operating conditions among strings of cells belonging to the same PV
module and put in parallel to different bypass diodes. This chapter is devoted to an
in-depth description of exact and approximate modeling techniques of PV systems
adopting microconverters. Such modeling techniques are very useful to properly
design control techniques allowing the extraction of the maximum available power
from PV systems adopting microconverters.

2. CENTRAL MAXIMUM POWER POINT TRACKING AND
DISTRIBUTED MAXIMUM POWER POINT TRACKING

In this chapter, the term Distributed MPPT (DMPPT) technique will be used with
specific reference to an MPPT technique simultaneously acting on the output of
each PV module representing the source of each microconverter. Hereafter, a system
composed by a PV module equipped with microcontroller will be called self-
controlled PV unit (SCPVU). In the following analysis, without any loss of general-
ity, reference will be made to Lossless SCPVU (LSCPVU). The term “lossless”
means not only that all losses occurring in the power stage of DC/DC converters
(conduction losses, switching losses, iron losses, etc.) are neglected in the following,
but also that, in the sequel, the MPPT efficiency of the DMPPT controllers is
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considered equal to one. The schematic representations of DMPPT architectures un-
der investigation are shown in Fig. 5.1 in which grid-connected PV systems adopting
microconverter-based DMPPT are reported. Fig. 5.1A refers to boost-based
LSCPVUs, Fig. 5.1B refers to buckeboost based LSCPVUs, and Fig. 5.1C refers
to buck-based LSCPVUs. It is worth noting that, in each of the above figures, the
array of LSCPVUs is indeed represented by means of a single string of N LSCPVUs
feeding a central grid-connected inverter. Of course, more strings of LSCPVUs can
be put in parallel to feed the central grid-connected inverter. Indeed, a PV inverter
can support whatever current in a certain range while keeping its input voltage regu-
lated to a given average value vb [45,46]. This assumption greatly simplifies the anal-
ysis of the PV system because each string of LSCPVUs forms an independent loop
with the equivalent DC voltage source vb representing the model of the input port of
the inverter. Hence, because each string of LSCPVUs can be analyzed independently

FIGURE 5.1

Grid-connected photovoltaic (PV) system adopting lossless, controlled PV units

(LSCPVUs): (A) boost-based LSCPVU, (B) buckeboost based LSCPVU, (C) buck-based

LSCPVU.
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from all the others, in the rest of this chapter the attention will be focused, without
any loss of generality, on techniques for modeling single strings of LSCPVUs. More-
over, in the rest of this chapter, again without any loss of generality, the three basic
DC/DC converters (buck, boost, and buckeboost) with synchronous rectification
and input-voltage feedback control will be considered [45], as shown in Fig. 5.1.
Microconverters based on the above basic topologies are the most widely available
on the market [47e51]. The presence of the input voltage feedback controller (PV
voltage compensation network) allows to avoid that every disturbance introduced on
the output voltage of an LSCPVU, by the inverter and/or by other LSCPVUs,
directly propagates on the PV modules’ output voltage causing instability or dy-
namic performance degradation [45,46]. The PV voltage compensation network
of Fig. 5.1 processes the error between the k-th PV voltage vpank and the correspond-
ing reference voltage vpan ref k (k ¼ 1, 2, .,N) provided by the DMPPT controller.
The output control signal of the PV voltage compensation network drives the PWM
block. If the control loop is fast enough, disturbances acting on the output voltage of
a given LSCPVU do not significantly affect its operation [43,45,46]. The meaning
which, in this chapter, will be given to the term DMPPT has been already provided
above. The term Central MPPT (CMPPT) will be used instead with reference to an
MPPT technique acting on the output voltage of a whole string of LSCPVUs.

Of course, such an output voltage also represents the DC input voltage vb of the
grid-connected inverter. Therefore, the CMPPT technique is carried out by a unique
controller equipping the central inverter. A great number of grid-connected PV
inverter topologies have been presented in the literature [52]. In this chapter, the sim-
ple but widespread architecture shown in Fig. 5.2 will be considered [45,46]. The
power stage of the inverter is based on the H-bridge topology. The grid current

FIGURE 5.2

Grid-connected inverter system.
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compensation network of Fig. 5.2 belongs to the wide-bandwidth current controller
inner loop, which performs the power factor correction on the AC side
[45,46,52,53]. The bulk voltage compensation network belongs instead to the outer
low-bandwidth loop, which regulates the low-frequency components of the energy
storage capacitor voltage vb and therefore ensures the balance between the average
DC input power and the average AC output power. The CMPPT controller of Fig. 5.2
provides the voltage reference value vb ref, which must be followed by vb to maxi-
mize the energetic performances of the whole PV system. In fact, in Refs. [54e56]
it has been shown that, to get full profit from DMPPT, it is necessary that the bulk
inverter voltage belongs to an optimal range whose position and amplitude are func-
tions of the following factors: the number of PV modules and dedicated DC/DC con-
verters in a string, the atmospheric operating conditions characterizing each PV
module (irradiance and temperature values), the voltage and current ratings of the
physical devices the DC/DC converters are made of, and the adopted DC/DC con-
verter topology. Therefore, to extract as much as energy as possible, not only the
PV module voltages but also the bulk inverter voltage vb must assume specific
optimal values that change, case by case, with the atmospheric operating conditions
of the PV system.

3. NECESSITY OF JOINT ADOPTION OF DISTRIBUTED
MAXIMUM POWER POINT TRACKING AND CENTRAL
MAXIMUM POWER POINT TRACKING: HYBRID MAXIMUM
POWER POINT TRACKING

The reason why the DMPPT technique alone is not able to lead to the working of
each PV module of the field in its MPP, whichever mismatching operating condition,
is linked to the limited voltage conversion ratio of the adopted DC/DC converters
and to the finite voltage and current ratings of devices of the power stage of
LSCPVUs [43,54,55]. In this chapter, the symbol Vds max will be used to identify
the maximum drain-to-source voltage of the microconverters’ switches when they
are in the OFF state and the symbol Ids max will be used to identify the maximum
drain current in the microconverters’ switches when they are in the ON state.
Because of the series connection of the output ports of N LSCPVUs, it is:

voutk ¼
Ppank
Ioutk

¼ vbPN
i¼1

Ppani

$Ppank (5.1)

where Ppank is the power extracted from the k-th PV module; voutk and ioutk, respec-
tively, are the output voltage and current of the k-th LSCPVU; and vb is the inverter
DC input voltage. From Eq. (5.1), it is clear that, in mismatching conditions, the
higher the output power of the LSCPVU, the higher its output voltage that, in certain
conditions, may become very large. The voltage across the output capacitor and the
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active switch of a boost converter, during its OFF subinterval, is equal to the output
voltage [53]. The voltage across the active switch of a buckeboost converter, during
its OFF subinterval, is equal to the sum of the input and output voltages [53]. To
avoid that the voltage stress of a device of one or more LSCPVUs exceeds Vds

max, an output voltage limitation technique needs to be adopted in the case of boost
and buckeboost converters [43,57]. Of course, no output voltage limitation tech-
nique is needed in the case of buck converters. In the case of the buckeboost and
buck topologies also switch current limitation techniques need to be adopted to
avoid that the currents in the switches may exceed Ids max [55,57,58]. To limit the
currents of the switches of a buckeboost converter or of a buck converter fed by
a PVmodule, it is possible to adopt for the duty-cycle a time-varying lower threshold
equal to the ratio ipan/Ids max, where ipan is the current of the PV module [55]. In this
chapter and, in particular, in Section 3.2.3, our attention will be focused on the
output voltage limitation technique only, because it deserves particular care in the
case of boost-based LSCPVUs, which are the subject of the time-domain numerical
simulations discussed in the following. Another parameter imposing additional con-
straints, which must be fulfilled to avoid limiting the energetic efficiency perfor-
mances of PV systems adopting microconverters, is represented by the value
assumed by the bulk inverter voltage vb [54e56,58]. To clarify the above statement,
the examples reported in Fig. 5.3 should be illumining. SolarWorld SW225 PV mod-
ules will be considered throughout this chapter to carry out numerical simulations.
Their electrical characteristics in STC (Standard Test Conditions, that is AM ¼ 1.5,

FIGURE 5.3

PeV characteristics of a string of 12 lossless self-controlled photovoltaic units (LSCPVUs):

(A) boost-based LSCPVU, (B) buckeboost based LSCPVU, (C) buck-based LSCPVU.
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irradiance S ¼ 1000 W/m2, module temperature Tmodule ¼ 25�C) are reported in the
Table 5.1.

The curves shown in Fig. 5.3 represent the PeV characteristics of a string
composed by 12 LSCPVUs. In particular, Fig. 5.3A refers to 12 boost-based
LSCPVUs, Fig. 5.3B refers to 12 buckeboost based LSCPVUs, and Fig. 5.3C refers
to 12 buck-based LSCPVUs. The guidelines allowing to obtain the curves that are
reported in Fig. 5.3 have been discussed in detail in Vitelli and Femia et al.
[54,55] and will be briefly summarized in the subsection “Exact and approximate
IeVand PeV characteristics of LSCPVUs”. In the sequel, without loss of general-
ity, the LSCPVUs will be ordered in such a manner that the corresponding irradiance
levels are sorted in descending order. Based on Eq. (5.1), also their corresponding
output voltages form a list in descending order. In particular, Case 1, Case 2, and
Case 3 of Fig. 5.3, respectively, refer to the following distributions S of irradiance
values characterizing the LSCPVUs: S ¼ [1000 1000 1000 1000 1000 1000 800
800 800 800 800 800] W/m2, S ¼ [1000 1000 1000 1000 1000 1000 500 500 500
500 500 500] W/m2, S ¼ [1000 1000 1000 1000 500 500 500 500 200 200 200
200] W/m2. As for Tambient, Vds max, and Ids max, their values have been assumed
equal, respectively, to 25�C, 60 V, and 16 A. The optimal ranges of vb, labeled
with Rb1, Rb2, and Rb3 and evidenced in Fig. 5.3, respectively, refer to Case 1,
Case 2, and Case 3. The different position and amplitude of the three optimal ranges
(Rb1, Rb2, and Rb3) proves the necessity of the joint adoption of the DMPPT and
CMPPT function. It is worth noting that Fig. 5.3 has been obtained by considering
the ideal case of LSCPVUs. Of course, if the effect of a realistic power stage effi-
ciency profile is considered, the shape of the PeV curves and hence the amplitude
and the position of the optimal operating range Rb are significantly altered but it is
always true that the adoption of the CMPPT function in addition to the DMPPT
function is necessary in PV systems adopting microconverters. Such a consideration
directly leads to the concept of Hybrid MPPT (HMPPT) technique. An HMPPT
technique is a control technique allowing the tracking of the whole set of optimal
operating points of the PV system. Such a technique is called Hybrid just because
it involves not only a proper control of the DC input voltage vb of the central inverter
but also a proper control of all the PV module voltages. The necessity of adoption of
a suitable HMPPT technique is not completely clear to all the inverters and/or micro-
converter manufacturers. In fact, many manufacturers of microconverters or of

Table 5.1 Electrical Characteristic of the SolarWorld SW225 PV Modules

Open-circuit voltage STC VOC_STC ¼ 36.8 V

Short-circuit current in STC ISC_STC ¼ 8.17 A

MPP voltage in STC VMPP_STC ¼ 29.5 V

MPP current in STC IMPP_STC ¼ 7.63 A

Nominal operating cell temperature NOCT ¼ 46�C
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central inverters share the wrong opinion that because in PV applications adopting
microconverters the MPPT is distributed on the PV modules, the MPPT hardware
of the central inverter can be disabled or, better, the central inverter can be without
CMPPT control circuitry.

That’s why some commercial PV inverters (e.g., SolarEdge), adopted in PV ap-
plications using microconverters, operate with a fixed value of the DC input voltage
(the value where the inverter exhibits its peak efficiency). Instead, as it will be deeply
discussed in the following sections, the adoption of a proper CMPPT technique
coupled to a proper DMPPT technique is absolutely necessary. The term proper
here means that both the CMPPT technique and the DMPPT technique must be
correctly designed to avoid possible errors or malfunctioning during their working.
Regarding the DMPPT technique, a modified version of the P&O technique will be
adopted. Such a technique is able not only to track the MPP but also to face and solve
the problem of the limitation of the LSCPVUs output voltage. To avoid possible er-
rors of the CMPPT technique during the working of the PV system, such a technique
must be properly designed to consider the effect played by the particular shape
exhibited by the PeV characteristic of the string of LSCPVUs. In fact, the shape
of the PeV characteristic of a string of LSCPVUs, in case of mismatching operating
conditions, is characterized by the presence of multiple peaks, flat regions, and/or
nearly vertical portions [54,55]. Such features are able to lead to the error all the
standard MPPT techniques (e.g., P&O, INC, etc.). As an example, by assuming
Vds max ¼ 60 V, Tambient ¼ 25�C, and the following distribution S of irradiance
values on the 12 boost-based LSCPVUs of the string S ¼ [1000 1000 1000 1000
1000 1000 350 300 250 200 150 150] W/m2, the corresponding PeV characteristic,
which is shown in Fig. 5.4, exhibits the presence of flat regions, suboptimal oper-
ating points, and nearly vertical portions.

In the following subsections, two HMPPT techniques will be presented. The first
one will be identified with the acronym HMPPTS (hybrid MPPT technique based on
the periodic scan of the whole PeV characteristic of the string of LSCPVUs) and it
will be discussed in detail in the subsection “HMPPTS technique”. The second one
will be indicated with the acronym HMPPTF [hybrid MPPT technique based on the

FIGURE 5.4

PeV characteristic of a string of 12 boost-based lossless self controlled photovoltaic units

(LSCPVUs).
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Fast Estimate of Maximum Power Voltages (FEMPV) algorithm] and will be dis-
cussed in depth in the subsection “HMPPTF technique”.

3.1 HMPPTS TECHNIQUE
The HMPPTS technique adopts a Modified P&O technique as DMPPT technique
and a CMPPT technique, which is based on the periodic scan of the whole PeV
characteristic of the string of LSCPVUs. The aim of such a scan is represented by
the identification of the best operating value, from the energetic efficiency point
of view, of the bulk inverter voltage vb. Such a CMPPT technique will be indicated
in the following with the acronym CMPPTS. In subsection “Modified P&O DMPPT
technique”, the Modified P&O technique will be explained in detail, and in subsec-
tion “CMPPTS technique”, it will be shown how to properly optimize the CMPPTS
technique. In particular, it will be shown that, despite the seeming great simplicity of
the CMPPTS technique, much care is needed to avoid errors because of the peculiar
shape assumed, under mismatching operating conditions, by the PeV characteristic
of a string of LSCPVUs. Such a PeV characteristic, as seen before (Fig. 5.4), in case
of mismatching operating conditions may exhibit the presence of multiple peaks, flat
regions, and/or nearly vertical portions, which might easily lead the CMPPTS tech-
nique in error, and, consequently, to a more or less consistent waste of the potentially
available energy of the PV systems. Therefore, a proper choice of the parameters of
the CMPPTS technique is mandatory. In fact, if properly designed, the CMPPTS
technique is instead not affected at all by errors, whatever the shape of the PeV char-
acteristic, and therefore the optimization of the energetic performances of the whole
PV system is possible.

3.1.1 Modified P&O Distributed Maximum Power Point Tracking Technique
As shown in Fig. 5.1, the output signal of each DMPPT controller is a reference
voltage vpan ref, which is compared with the sensed PV module voltage vpan. The cor-
responding error drives a PV voltage compensator network. The working principle
of the P&O technique is based on the periodic perturbation of the reference voltage
vpan ref [1]. In particular, the sign of the perturbation of vpan ref at the (k þ 1)-th sam-
pling instant is decided on the basis of the following rule: vpan refððkþ 1ÞTaÞ ¼
vpan refðkTaÞ þ Dvpan ref$signðpððkþ 1ÞTaÞ � pðkTaÞÞ, where p(t) is the instanta-
neous power drawn from the PV module, Dvpan ref is the amplitude of the perturba-
tion of vpan ref, and Ta is the sampling interval [1]. A suitable modification of the
standard P&O MPPT technique allows to avoid that the output voltage of one or
more LSCPVUs (those ones providing higher powers, see Eq. 5.1) exceeds Vds

max. Such a modification justifies the adjective “Modified,” which has been added
to the name of the technique and hence the acronym MP&O, which will be used
in the following to label the Modified P&O technique. The limitation of the output
voltage of the LSCPVUs, which is obtained by means of the MP&O technique, does
not require the adoption of additional control circuitries as it happens instead with
the output voltage limitation techniques proposed in Refs. [43,57]. The MP&O
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technique works as follows: when the output voltage voutk of the k-th LSCPVU ex-
ceeds a guard level Vout lim (Vout lim < Vds max) thus becoming closer to Vds max, the
MPPT function carries out an inversion of direction of tracking (direction of
decreasing of output power Ppank). Summarizing, when voutk � Vout lim, then the
MP&O MPPT technique drives the k-th LSCPVU in the direction of increasing
output power; instead, when voutk > Vout lim, it drives the k-th LSCPVU in the direc-
tion of decreasing output power. It is appropriate to adopt a value of Vout lim, which is
as high as possible to profitably exploit the whole voltage rating Vds max of
LSCPVUs’ components. In fact, the adoption of the guard-level voltage Vout lim is
obviously equivalent, in practice, to the choice of LSCPVUs’ power components
characterized by a voltage rating equal to Vout lim instead that equal to Vds max,
with Vout lim < Vds max. As a rule of thumb, the higher Vout lim, the higher the
maximum power which can be extracted from the PV systems adopting micro-
converters. In fact, as shown in Fig. 5.5, lower values of Vout lim lead to systems char-
acterized by smaller amplitudes of the optimal range Rb with the additional
drawback that Rb may fall outside the allowed inverter input voltage operating
range. In Fig. 5.5, the PeV characteristics of a string of 12 LSCPVUs, which
have been obtained by assuming an ambient temperature Tambient equal to 25�C, a
distribution S of irradiance values equal to [1000 1000 1000 1000 1000 1000
1000 100 100 100 100 100] W/m2, and three different values of Vout lim (Vout

lim ¼ 60 V, Vout lim ¼ 50 V and Vout lim ¼ 40 V) have been reported together with
the corresponding ranges Rb. In particular, Fig. 5.5A refers to 12 boost-based
LSCPVUs and Fig. 5.5B refers to 12 buckeboost based LSCPVUs. The allowed
inverter input voltage operating range (evidenced by means of the highlighted region
of Fig. 5.5) has been assumed to be equal to [360, 660] V, which is a typical range for
H-bridge central inverters (see Fig. 5.2) that are connected to electrical grids char-
acterized by an RMS value of the grid voltage equal to 230 V. As shown in Fig. 5.5B,
it is evident that when Vout lim ¼ 40 V, the optimal range Rb becomes a single oper-
ating point. Of course, it is also evident that, in general, the considered inverter is not
suitable in any of the cases of Fig. 5.5B. The maximum “optimal” value to be

FIGURE 5.5

PeV characteristics of a string of 12 lossless self controlled photovoltaic units (LSCPVUs):

(A) boost-based LSCPVU, (B) buckeboost based LSCPVU.
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assigned to Vout lim can be evaluated on the basis of the following considerations. We
will consider a string composed by N LSCPVUs and we will assume that all the var-
iations of vpan refk (k ¼ 1, 2,., N), as a worst-case, take place at the same instant t0
(even if in practical applications they are not synchronous at all). Further, we will
consider negligible the settling time of the LSCPVU equipped with a linear input
voltage feedback control circuitry. This means that the steady-state variations of
all the variables of interest (the powers extracted from the LSCPVUs, their input
or output voltages etc.), occurring as a consequence of the variations of vpan refk,
take place immediately at t0

þ. Because of the unit gain of the sensor of the PV
voltage and the zero steady-state error, ensured by the action of the PV voltage
compensation network, we get: Dvpank ¼ Dvpan ref, where Dvpank is the variation
of the PV voltage of the k-th LSCPVU (k ¼ 1, 2, ., N). Because the LSCPVUs
have been ordered in descending order, with reference to the corresponding values
of the irradiance level, the first LSCPVU is characterized by the highest value of the
irradiance level, and therefore (see Eq. 5.1), its output voltage is relatively high and
may be in the proximity of Vout lim. Therefore, let’s assume that at t0

- , that is, imme-
diately before the occurrence of the variations of vpan refk (k ¼ 1, 2,., N), the value
vout1 of the output voltage of the first LSCPVU is nearly equal to the guard level Vout

lim (vout1 z Vout lim).
Further, let us suppose that the variation of vpan ref1 driven at t0 by the DMPPT

controller of the first LSCPVU causes a positive variation DPpan1 of the power
Ppan1. This is certainly possible because it is coherent with the working principle
of the MP&O DMPPT technique because it has been assumed that vout1 z Vout lim

at t0
�. In addition, let us suppose that all the other power variations DPpank

(k ¼ 2, ., N), occurring at t0
þ, are negative so that, as suggested by Eq. (5.1), a

positive variation Dvout1 of vout1 takes place. We are interested in evaluating the
worst-case value of Dvout1, that is, the highest possible value of Dvout1, because we
are searching for conditions granting that the output voltage of the first LSCPVU
does not exceeds Vds max. The worst-case value of Dvout1 can be evaluated by
assuming that:

DPpank ¼ �DPpan1 max ðk ¼ 2;.;NÞ (5.2)

where

DPpan1 max ¼
����vPpan1 n; S;Tmoduleð Þ

vv
jSmax;VOC;Tm

����$Dvpan1
¼

����vPpan1 n; S;Tmoduleð Þ
vv

jSmax;VOC;Tm

����$Dvpan ref

(5.3)

In Eq. (5.3) DPpan1_max is assessed by considering the PeVmodule characteristic
associated to the maximum possible value Smax of the irradiance level
(Smax ¼ 1000 W/m2) and to a module temperature Tmodule given by [10]:

Tmodule ¼ Tambient þ ðNOCT� 20�CÞ$Smax

800
(5.4)
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By assuming Tambient ¼ 25�C and NOCT ¼ 46�C, we get Tmodule ¼ 57.5�C. The
derivative term appearing in Eq. (5.3) has been evaluated at a voltage equal to Voc

(open circuit voltage). In fact, at Voc, the magnitude of the slope of the PeV module
characteristic is the highest possible. So that, in correspondence of a given variation
Dvpan1 ¼ Dvpan ref of the voltage, the corresponding variation DPpan1 provided by
(5.3) assumes its maximum value (DPpan1_max). The total variation DPtot of the po-
wer extracted by the string of N LSCPVUs is given as

DPtot ¼
XN
k¼1

DPpank ¼ �ðN� 2Þ$DPpan1 max (5.5)

Because in practical applications, N > 2 (in fact typically 10 < N < 20) thenDPtot
is < 0. Therefore, it is possible to state that the total variation DPtot evaluated by using
Eqs. (5.2)e(5.5) assumes the lowest possible value. Summarizing, if the value
assumed by DPpan1 is maximum (DPpan1_max), then the value assumed by DPtot in
Eq. (5.5) is minimum and, as it will be clear in the following, this in turn leads to
the highest possible value of Dvout1 (see Eq. 5.1). In case of LSCPVUs, we get:

DPpan1 ¼ DPpan1 maxz vout1$Diout1 þ Dvout1$iout1

zVout lim$Diout þ Dvout1$iout
(5.6)

It is worth noting that, as a result of the series connection of the LSCPVUs, a
unique output current flows, so that in Eq. (5.6), the symbol iout has been used in
place of iout1 and the symbol Diout in place of Diout1. From Eq. (5.6) we get:

Dvout1z
DPpan1 max � Vout lim$Diout

iout
(5.7)

The inequality that must be fulfilled to avoid exceeding the voltage ratingVds max is

vout1 þ Dvout1zVout lim þ Dvout1 � Vds max (5.8)

It is worth noting that Eq. (5.8) states an obvious principle: the lower Dvout1
(best-case), the higher the value that can be assigned to Vout lim and, therefore, as
discussed at the beginning of this section, the higher the energetic efficiency, which
can be obtained by the PV system. From Eqs. (5.7) and (5.8), we get

Vout lim �
vds max �

DPpan1 max

iout�
1� Diout

iout

� (5.9)

The worst-case (lowest) value of the threshold that must not be exceeded by Vout

lim can be found by minimizing the right-hand side term in Eq. (5.9). This objective
can be obtained by exploiting the following equalities:

iout min ¼
Ppan1
vds max

Diout min ¼ DPtot
N$voc

(5.10)
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By Substituting Eq. (5.10) in (5.9), we get

Vout lim �
vds max$ 1��Ppan1 max

Ppan1

� �

1� DPtot

N$VOC$
Ppan1
vds max

0
BB@

1
CCA

¼
vds max$ 1� DPpan1 max

Ppan1

� �

1� vds max$ N� 2ð Þ$DPtot
N$VOC$Ppan1

� �

(5.11)

where Ppan1 is the maximum power that can be extracted from the first PV module.
An additional constraint must be considered in the case of boost-based LSCPVUs. In
fact, because the voltage conversion ratio of the boost converter is higher than 1 and
the operating voltage of a given PV module is comprised between 0 and Voc, in addi-
tion to Eq. (5.11) it must also be:

Vout lim � VOC (5.12)

3.1.2 CMPPTS Technique
The CMPPTS technique is based on the periodic scan of the PeV characteristic of
the string of N LSCPVUs to identify the value Vb opt of the bulk inverter voltage vb in
correspondence of which the power P extracted from the string of LSCPVUs as-
sumes its maximum value. The scan is carried out by means of the CMPPTS
controller and by means of the inverter outer feedback loop (Fig. 5.2). The output
of the CMPPTS controller, during the scan, is a staircase signal vb ref, which repre-
sents the reference voltage that must be followed by vb (Fig. 5.6). In the sequel, for
the sake of simplicity but without any loss of generality, the gains Hbulk and Rbulk of
the sensors of the bulk voltage vb and current ib will be assumed equal to 1. The error
between vb and vb ref represents the input signal of the bulk voltage compensation
network of Fig. 5.2. The aim of the inverter outer feedback loop is to drive to

Vb–max

Vb–min

[V
]

[S]

Tb

n∙Tb

Vb–ref

Vb–opt

FIGURE 5.6

Staircase reference voltage vb ref.
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zero the DC value of such an error. The instants when the steps of vb ref occur will be
called sampling instants.Moreover, we will indicate with the symbols Dvb ref and Tb,
respectively, the amplitude and the duration of the steps of vb ref. The two parameters
Dvb ref and Tb need to be properly chosen to obtain the correct working of the
CMPPTS technique. Of course, the initial value Vb min and the final value Vb max

of vb ref must fall within the allowed inverter input voltage operating range. As
shown in Fig. 5.6, the waveform of vb ref is characterized by n different values:

n ¼ 1þ vb max � vb min

Dvb ref
. After the occurrence of each step of vb ref, the control

system waits for an interval of time equal to Tb during which the PV system reaches
a new steady-state condition and, in particular, the voltage vb becomes nearly equal
to vb ref. As a consequence, before driving the new step of vb ref at the following sam-
pling instant, the CMPPTS controller is able to record the steady-state value of the
total power P extracted from the PV system: P ¼ vb$ib. In fact, the CMPPTS
controller has two inputs: vb and ib (see Fig. 5.2). In this way, the n steady-state
values of the powers extracted in correspondence of the n different levels assumed
by vb ref are recorded. After the whole scan from Vb min to Vb max, the CMPPTS
controller sets its output equal to Vb opt, which is the level of vb ref in correspondence
of which the recorded value of P has assumed its maximum value. Of course, the
whole scan requires a total time Ttot equal to n$Tb. It is evident that only two param-
eters must be chosen to design the CMPPTS technique: the step amplitude Dvb ref

and the interval of time Tb between two consecutive steps of vb ref. In the following,
the criteria for choosing two parameters are discussed. As concerns the value of Dvb
ref, it must be chosen on the basis of a reasonable compromise between two contrast-
ing requirements. The first requirement is strictly linked to the energy storage func-
tion carried out by the bulk capacitor Cb placed at the interface between the string of
LSCPVUs and the inverter (see Fig. 5.2). It is well-known that the voltage vb across
Cb undergoes an oscillation characterized by a frequency nearly equal to 2$fline,
where fline is the grid frequency.

In fact, vb oscillates, that is, it increases or decreases, to allow the capacitor Cb to
store or release the energy required for balancing the DC power extracted from the
LSCPVUs with the instantaneous power injected into the grid [45,53,54]. As a
consequence of such an oscillation, at the end of the scan, the CMPPTS controller
may provide a wrong value of Vb opt. In fact, during the scan, when vb ref is fixed
and assumes one among its n possible levels, said va ¼ Vb min þ k$Dvb ref (k ¼ 0,
1,., n�1), the total steady-state power P extracted from the LSCPVUs is not nearly
constant in time but it is characterized by an oscillation at a frequency nearly equal
to 2$fline. Such a power oscillation acts as a sort of unavoidable and undesired, addi-
tional, local scan of the PeV characteristic, caused by the aforementioned oscilla-
tion of vb in a voltage region around va. The peak to peak amplitude Dvb fline of

such an oscillation is equal to [45,53,55]: Dvb fline ¼ P

Cb$2p$fline$va
, where P is

the DC power injected into the grid. Therefore, to avoid errors of the CMPPTS
controller caused by the aforementioned oscillation of vb, errors which could
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severely compromise the efficiency of the system, it is necessary to adopt enough
large values of Dvb ref:

Dvb ref � Dvb fline (5.13)

The second requirement for a proper choice of Dvb ref is strictly linked to the ne-
cessity to avoid that, during the scan, the voltage ratings of devices are exceeded. In
fact, it must be ensured that the steps of vb ref, taking place at the sampling instants,
during the variation of vb ref from Vb min to Vb max, do not cause that the output voltage
of one or more LSCPVUs exceeds Vds max. In the following analysis, let us consider
negligible the settling time of the overall system (worst-case). This means that, as a
consequence of the steps of vb ref, the steady-state variations of vb and the correspond-
ing variations voutk (k ¼ 1, 2, ., N) occur near instantaneously. For simplicity,
because a unit gain of the sensor of voltage vb has been assumed and as a result of
the zero steady-state error ensured by the Bulk voltage compensation network, it
can be assumed that Dvb ¼ Dvb ref. Of course, at any sampling instant, Dvb must
be shared among the N output voltages of the N LSCPVUs. The ideal situation,
from the voltage stress point of view, takes place whenDvb is uniformly shared among
the N output voltages. In such a case, the output voltage voutk (k ¼ 1, ., N) will in-
crease of a quantity equal to: Dvoutk ¼ Dvb ref/N (k ¼ 1,.,N). Unfortunately, this sit-
uation occurs only when the LSCPVUs work in the same operating conditions
(absence of mismatching operating conditions); but, in mismatching operating condi-
tions, Dvb is unequally shared among the N output voltages. In particular, under mis-
matching operating conditions, one or more LSCPVUs may work with their output
ports in short circuit conditions; that is, such LSCPVUs are not able to provide power
to the grid. Of course, such a situation is undesirable from the voltage stress point of
view. In fact, if m (1 < m < N) LSCPVUs are working with their output ports in short
circuit conditions, then the variation Dvb must be entirely shared only among a minor
number (N�m) of LSCPVUs, that is, only among those LSCPVUs that are instead
working with their output voltages greater than zero so that the output voltages of
such (N�m) LSCPVUs may become dangerously high. The occurrence of the afore-
mentioned situation, taking place under mismatching conditions, can be explained on
the basis of Eq. (5.1). The worst-case, as concerns the distribution ofDvb among the N
output voltages, takes place of course when the maximum number M of LSCPVUs is
working in short circuit conditions. M can be evaluated by considering that the
remaining (N�M) LSCPVUs must operate with the highest possible output voltage,
that is vout ¼ Vout lim. It is worth remembering that, in this chapter, the LSCPVUs are
listed in descending order as concerns the corresponding value of the irradiance level.
So that the first N�M LSCPVUs are assumed to operate at higher irradiance values,
while the remaining M LSCPVUs are assumed to operate at very low irradiance
values. Summarizing, in the worst-case, it is voutk ¼ Vout lim (k ¼ 1,., N�M), while

voutk ¼ 0 (k ¼ N�Mþ1,., N). It is M ¼ N� vb min

vout lim
. On the basis of the above con-

siderations, we get:

Dvoutk ¼ Dvb
N�M

k ¼ 1; 2;.N�Mð Þ

Dvoutk ¼ 0 k ¼ N�Mþ 1;.Nð Þ
(5.14)
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Our objective is to ensure that

voutk þ Dvoutkz vout lim þ Dvoutk ¼ vout lim þ Dvb
N�M

¼ vout lim þ Dvbref
N�M

� vds max k ¼ 1; 2;.N�Mð Þ
From which we get

Dvb ref � ðvds max � vout limÞ$ vb min

vout lim
(5.15)

As for the choice of Tb, a preliminary consideration is necessary. In correspon-
dence of an arbitrary value vb ¼ va of the inverter voltage, the working conditions of
the N LSCPVUs will depend on the distribution of irradiance values. In particular,
some LSCPVUs (those ones characterized by the highest irradiance values) will
operate with an output voltage nearly equal to Vout lim. Other LSCPVUs will operate
with an output voltage comprised between 0 and Vout lim and, finally, the remaining
LSCPVUs (those characterized by the lowest irradiance values) will operate with
output short-circuit conditions. The number of LSCPVUs operating with an output
voltage nearly equal to Vout lim will be indicated with Nlim, the number of LSCPVUs
operating with an output voltage comprised between 0 and Vout lim will be indicated
with Nr, while the number of LSCPVUs operating with an output voltage equal to
0 will be indicated with NSC. Summarizing, by remembering the adopted ordering
rule, we get:

voutk ¼ vout lim 1 � k � Nlim

0 < voutk < vout lim Nlim þ 1 � k � Nlim þ Nr

voutk ¼ 0 Nlim þ Nr þ 1 � k � N

(5.16)

Of course, it is Nlim þ Nr þ Nsc ¼ N; moreover, Nlim, Nr, and/or Nsc can be equal
to zero. Let us suppose that, during the scan, vb must change from va to va þ Dvb ref. In
the new steady-state condition, at vb ¼ va þ Dvb ref, two or three numbers among
Nlim, Nr, and Nsc may change. In fact, it may happen that, in the new steady-state con-
dition, one or more LSCPVUs (among those ones with index 1 � k � Nlim þ Nr) will
reduce their output power; that is, Nlim and/or Nr may change. Let us indicate with Nd

the number of LSCPVUs that, in the new steady-state condition, will reduce their
output power (Nd � Nlim þ Nr). Such a power reduction may also allow in turn one
or more LSCPVUs to increase their output power and therefore to increase their
output voltage. That is, in the new steady-state condition, NSC and/or Nr may change.
Let us indicate with Ni the number of LSCPVUs that, in the new steady-state condi-
tion, will increase their output power. Of course, the process described so far cannot
take place instantaneously. In fact, it needs, in the worst case, the time T1 necessary to
the Nd LSCPVUs to move their input operating voltage in the direction from VMPP to
zero, to decrease their output power, plus the time T2 necessary to the Ni LSCPVUs
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to move their input operating voltage in the direction from zero to VMPP, to increase
their output power. As a worst case, it is possible to assume that the starting and ending
input voltages of the Nd LSCPVUs, respectively, are just VMPP and 0, while the start-
ing and ending input voltages of the Ni LSCPVUs, respectively, are just 0 and VMPP.
Of course, the corresponding times T1 and T2 represent the worst-case (longest)
possible times needed by the aforementioned LSCPVUs to reach the new steady-
state condition associated with vb ¼ va þ Dvb ref. Moreover, it is worth noting that
the inverter itself is characterized by its own dynamics so that it needs a time T3 to
change its input voltage vb from va to va þ Dvb ref. In conclusion, the whole process
associated to the change from the steady-state condition associated to vb ¼ va to the
steady-state condition associated to vb ¼ va þ Dvb ref needs, in the worst-case, a
time Ttot equal to: Ttot ¼ T1 þ T2 þ T3. Times T1, T2, and T3 can be estimated as
it follows:

T1 ¼ T2 ¼ VMPP

Dvpan ref
$Ta (5.17)

Instead, T3 can be estimated as the settling time of the step response of the

closed-loop transfer function W(s) between vb and vb ref: WðsÞ ¼ vbðsÞ
vb refðsÞ ¼

TcvðsÞ
1þTcvðsÞ,

where Tcv(s) is the loop gain of the inverter outer voltage feedback loop [45,46,53]:

TcvðsÞ ¼ GcvðsÞ$K
Rs

$
V2
RMS

Vb$s$Cb
(5.18)

where Gcv(s) is the transfer function of the inverter bulk voltage compensation
network of Fig. 5.2, VRMS is the RMS value of the grid voltage, Vb is the nominal
value of the DC inverter input voltage (Vb min < Vb < Vb max), Rs is the value of the
gain of the sensor of the current injected into the grid by the PV system, K is the gain
of the multiplier belonging to the inverter control circuitry. Once the closed-form
expression of Tcv(s) is known, then the estimate of time T3 can be carried out in
numeric form in Matlab or PSIM environment. As a consequence of the above dis-
cussion, it is evident that, to correctly perform the scan of the whole PeV character-
istic by correctly evaluating the steady-state values of the power obtained from the
string of LSCPVUs, without making under- or overestimation errors, which could
lead to a more or less consistent waste of available energy of the PV system, it
must be

Tb � Ttot (5.19)

The capability of the well-designed CMPPTS technique to not be deceived in the
presence of multimodal shape of the PeV characteristic of N LSCPVUs represents
its main advantage. The other side of the medal is represented by the quite low speed
of tracking of the MPP of the PV system (the whole scan takes a time equal to n$Ttot)
and by the fact that, during the scanning process, a more or less large part of the PV
available energy is lost. Of course, the repetition period of the CMPPTS technique
(Tr) must be greater than n$Ttot: Tr > n$Ttot. The choice of Tr must be made on the
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basis of a reasonable compromise because the lower Tr, the higher the rate of change
of irradiance variation that can be tracked [1] and, at the same time, the higher the
amount of available energy that is wasted during the scan when the operating point
of the PV system is not the optimal one.

3.2 HMPPTF TECHNIQUE
In this subsection, the HMPPTF technique is presented and discussed [60,63]. Such
a technique is based on the “one-shot” estimate of the optimal operating range of the
inverter input voltage and of the optimal operating voltages of the PV modules based
on the measurement of the short circuit currents of the PV modules. The main advan-
tage of the proposed technique is just represented by the speed of identification of a
set of optimal operating points for the inverter and for the PV modules, which in turn
allows to obtain a marked increase of the speed of tracking both of the inverter
(which performs the CMPPT function) and of the DC/DC converters (which perform
the DMPPT function). Moreover, a further advantage is represented by the possibil-
ity to avoid mistakes of the inverter CMPPT technique; that is, the operating value of
the inverter input voltage cannot remain trapped in the neighborhood of a suboptimal
operating point, as it would happen, in mismatching operating conditions, if stan-
dard CMPPT techniques (P&O and/or INC techniques) were adopted. The HMPPTF
technique exploits the FEMPV algorithm. To describe in detail the working of such
an algorithm, a preliminary discussion related to the modeling of LSCPVUs in terms
of IeVand PeVoutput characteristics is needed and it is the subject of subsections
“Boost-based LSCPVUs”, “Buckeboost based LSCPVUs,” and “Buck-based
LSCPVUs”.

3.2.1 Exact and Approximate IeV and PeV Characteristics of LSCPVUs
In the following the few, simple guidelines allowing to obtain the IeVand the PeV
output static characteristics of LSCPVUs will be provided. The knowledge of such
characteristics represents the starting point to develop the IeV and PeV character-
istics of strings composed by arbitrary numbers of LSCPVUs with series-connected
output ports. In fact, once the IeV characteristics of the N LSCPVUs belonging to a
given string are known, the IeV equivalent characteristic of the whole string is ob-
tained by summing, for each value of string current Ib, the corresponding values of
the N LSCPVUs’ output voltages. From the IeV string characteristic, it is then easy
to obtain the corresponding PeV characteristic. Examples of PeV characteristics of
strings of LSCPVUs have been already shown in Fig. 5.3. It is worth noting, however
that, in practice, as it will be clearer in the following, what is really needed to obtain
the efficient working of a PV system equipped with microconverters is the knowl-
edge of the features of the optimal operating range Rb (amplitude, location, and cor-
responding value of the total power), rather than the detailed PeV characteristic of
the whole string of LSCPVUs. Therefore, to get enough accurate information con-
cerning Rb, it is not necessary to deal with the exact IeV characteristics of
LSCPVUs, but a proper approximate version of such characteristics is enough.
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More precisely, rather than the whole approximate characteristic of all the
LSCPVUs belonging to a given string, what is needed by the FEMPV algorithm
is the knowledge of the position of a few key points on such a characteristic. This
subsection is also devoted to the identification of the guidelines to follow to obtain
the approximate version of the IeV characteristic of a given LSCPVU. In particular,
subsection “Boost-based LSCPVUs” is devoted to boost-based LSCPVUs, subsec-
tion “BuckeBoost based LSCPVUs” to buckeboost based LSCPVUs, and finally,
subsection “Buck-based LSCPVUs” to buck-based LSCPVUs. In subsections
“Boost-based LSCPVUs”, “BuckeBoost based LSCPVUs” and “Buck-based
LSCPVUs”, V will represent the output voltage and I the output current of an
LSCPVU.

3.2.1.1 Boost-Based Lossless Self Controlled Photovoltaic Units
As discussed in detail in [61], the exact IeV and PeV characteristics of a boost-
based LSCPVU can be subdivided into three portions. In particular, for
0 �V� VMPP, the corresponding portions of the IeV and PeV characteristics of
the LSCPVU are, respectively, coincident, with the IeV and PeV characteristics
of the adopted PV module in the considered atmospheric conditions (irradiance
value and ambient temperature) [54,55]. Instead, for VMPP � V < Vds max, the cor-
responding portions of IeV and PeV characteristics of the LSCPVU are, respec-
tively, a hyperbole of Eq. I ¼ PMPP/V and a straight line of equation P ¼ PMPP,
where PMPP is the maximum power that can be provided by the adopted PV module
in the considered atmospheric conditions [54,55]. The third portion of the IeV and
PeV characteristics are represented by a vertical drop located at V ¼ Vds max and
caused by the action of the output overvoltage protection circuitry. In Fig. 5.7, as
an example, the IeV (Fig. 5.7A) and PeV (Fig. 5.7B) characteristics of a Solar-
World SW225 PV module operating at ambient temperature Tamb ¼ ent ¼ 25�C
and at an irradiance value S ¼ 1000 W/m2 are reported together with the
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(A) IeV characteristic of a photovoltaic (PV) module and exact and approximate IeV

characteristics of a boost-based lossless self-controlled PV unit (LSCPVU), (B) PeV

characteristic of a PV module and exact and approximate PeV characteristics of a boost-

based LSCPVU.
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corresponding exact and approximated IeV and PeV characteristics of the associ-
ated boost-based LSCPVU. The approximated IeV characteristic of the LSCPVU
(dashed line in Fig. 5.7A) is obtained by substituting the part of the IeV
characteristic for V � VMPP, part which cannot be expressed in easy explicit form
I ¼ f(V) [9,55], with a simpler constant characteristic:

I ¼ Icost ¼ b$ISC (5.20)

where the factor b represents the ratio between IMPP_STC and ISC_STC. In the case of
SW225 modules, it is b ¼ 0:93. This approximation can be justified by considering
that the exact IeV characteristic is more or less flat, for V � VMPP, and it is con-
tained in the quite narrow band IMPP � I � ISC (usually IMPP/ISC z 0.9). The hyper-
bolic equation of the portion of the approximate PeV characteristic for
VMPP � V � Vds max is of course V$I ¼ VMPP$Icost. It is worth noting that of course
other, more accurate, forms of approximation of the IeV curve for V � VMPP might
be adopted; for example, a piecewise linear approximation. But, as it will be shown
in the following, it is not necessary at all. In fact, the use of the simple approximation
I ¼ Icost for V � VMPP and V$I ¼ VMPP$Icost for VMPP � V � Vds max allows to
easily carry out in closed form, with enough accuracy, the calculations needed by
the HMPPTF technique to maximize the energetic efficiency of the PV system.
Indeed, some additional considerations are needed concerning the values to adopt
for VMPP. For a given PV module, VMPP is generally weakly dependent on the irra-
diance and on the module temperature [9,10]. Usually the variations of VMPP are
relatively small. Therefore, because of the approximate nature of the analysis to
be carried out, in the following VMPP will be considered constant and not time-
varying. In particular, VMPP will be considered equal to the value Vcost assumed
by the MPP voltage at Smax ¼ 1000 W/m2 and Tambient ¼ 25�C. In such conditions,
by using Eq. (5.4) it is possible to evaluate the module temperature Tmodule. With
specific reference to SW225 modules, it is Tmodule ¼ 57.5�C. Hence, the desired
value of Vcost can be finally obtained [10]:

Vcost ¼ VMPP STC

�
1þ a$

ðTModule � 25Þ
100

�
(5.21)

where a [%/�K] is a negative temperature coefficient (in the case of SW225 mod-
ules, it is a ¼ �0.34%/�K and hence Vcost ¼ 26.24 V). It is worth noting that the pa-
rameters VMPP_STC and a appearing in Eq. (5.21) are provided by all the PV module
manufacturers in their datasheets. In conclusion, Vcost can be easily evaluated by us-
ing the data extracted from PV module datasheets.

Therefore, Icost is the only time-varying parameter because it depends on ISC
(Icost ¼ b ISC z PMPP/Vcost), which exhibits a strong dependence on irradiance
values. The short circuit current ISC of the PV module is a quantity that can be quite
easily measured. Therefore, by using the approximate relation Icost ¼ b$ISC, even
Icost can be quite easily evaluated. It is worth noting that also the value of b can
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be easily extracted from PV modules datasheets. Moreover, as it will be clear in the
sequel, it is useful to define the following current:

I0 ¼ Vcost$Icost
Vds max

¼ Vcost$b$ISC
Vds max

< Icost since Vcost < Vds maxð Þ
(5.22)

From Eq. (5.22), it is evident that, if ISC is known not only Icost but also I0 is
known. The meaning of I0 and Icost are clarified in Fig. 5.7A. As described in detail
in [59e62], the set of equations that allow to obtain the IeVand PeVapproximate
characteristics of a string composed by an arbitrary number N of boost based
LSCPVUs are:

if I ¼ I0k ¼ Vcost$Icostk
Vds max

¼ Vcost$b$ISCk
Vds max

Vtot ¼ k$Vds max þ

P
i˛J

Vcost$Icosti

I0k

(5.23)

where k ¼ 1, 2,., N and J ¼ {i > k: Icost i > I0k}. In Eq. (5.23) the set J may also be
empty.

if I ¼ Icostk ¼ b$ISCk

Vtot ¼ m$Vds max þ

P
i˛J

Vcost$Icosti

Icostk
; m$Vds max þ

P
i˛J

Vcost$Icosti

Icostk
þ Vcost

2
4

3
5
(5.24)

where, k ¼ 1, 2, ., N; m ¼ max {i < k: I0i > Icostk}; J ¼ {m < i < k:
Icosti > Icostk}. In Eq. (5.24) the set J may also be empty. Eqs. (5.23) and (5.24) repre-
sent the core of the FEMPValgorithm suited for boost-based LSCPVUs. By looking
at Eqs. (5.23) and (5.24), it is clear that the key quantities are represented by currents
Icostk ¼ b ISCk (k ¼ 1, 2, ., N). Once ISCk (k ¼ 1, 2, ., N) are known, then the
(3N þ 1) points of the approximated IeV (and hence the approximated PeV) char-
acteristic of the string of LSCPVUs can be obtained. Finally, the IeV and PeV
approximate characteristic can be obtained by connecting, by means of proper seg-
ments, the (3N þ 1) points obtained by using Eqs. (5.23) and (5.24). As an example,
let us consider a string composed by N ¼ 11 boost-based LSCPVUs. The set of irra-
diance values characterizing the N PVmodules, operating at Tambient ¼ 25�C, are the
following [1000, 1000, 600, 600, 400, 400, 200, 200, 100, 100, 100] W/m2. The cor-
responding values of b ISCk and I0k (k ¼ 1, 2,., 11) are, respectively equal to [7.67,
7.67, 4.58, 4.58, 3.05, 3.05, 1.52, 1.52, 0.76, 0.76, 0.76] A and [3.37, 3.37, 2.01,
2.01, 1.34, 1.34, 0.67, 0.67, 0.33, 0.33, 0.33] A. The 3 N ¼ 33 points belonging to
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the IeV plane, and obtained by using Eqs. (5.23) and (5.24), are indicated in
Fig. 5.8A by means of grey circle markers, together with the exact IeV character-
istic. Indeed, the number of different circle markers in Fig. 5.8A is lower than 33
because the number of different irradiance values that have been assumed is lower
than N and therefore some markers overlap. The corresponding points belonging
to the PeV plane are shown in Fig. 5.8B together with the exact PeV characteristic.
As can be seen by looking Fig. 5.8, the points obtained by using Eqs. (5.23) and
(5.24) provide fairly accurate results in the neighborhood of Rb (region of greatest
interest) that, in this case, is characterized by a single point (251.9 V, 767.9 W).

3.2.1.2 BuckeBoost Based Lossless Self-Controlled Photovoltaic Units
In the case of buckeboost based LSCPVUs, V represents the absolute value of the
output voltage. Also, the exact IeVand PeV characteristics of a buckeboost based
LSCPVU can be subdivided into three portions. In particular, for 0 �V � V1, the
corresponding portions of the IeV and PeV characteristics of the LSCPVU are
straight lines of Eq. I ¼ IMAX [54,55] for the IeV curve and P ¼ IMAX,V for the
PeV curve. Instead, for V1 � V � V2, the corresponding portions are a hyperbole
of Eq. V$I ¼ PMPP for the IeV curve and a straight line of equation P ¼ PMPP for
the PeV curve. Finally, the third portion of the IeV and PeV characteristics,
for V2 � V � Vds max, are represented by curves of Eq. V ¼ Ppan(Vds max e V)/I
for the IeV characteristic and P ¼ Ppan(Vds max e V) for the PeV characteristic,
where Ppan(vpan) is the function expressing the PV module power as a function of
the PV module voltage vpan. To explain the meaning of the voltage values V1 and
V2 and of the current value IMAX, some preliminary considerations are necessary.
Continuous Conduction Mode operating conditions of the buckeboost converter
and related equations will be referred to in the sequel, because of the synchronous
version of the buckeboost, which has been adopted. Because a buckeboost con-
verter is able to reduce its output voltage V with respect to the input voltage and
by considering that when the PV module is working in its MPP (V$I ¼ PMPP), it

FIGURE 5.8

(A) Exact IeV characteristic of 11 series-connected lossless self-controlled PV units

(LSCPVUs). (B) Exact PeV characteristics of 11 series-connected LSCPVUs, points

calculated by using Eqs. (5.23) and (5.24) (grey circle markers).
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is evident that, while the PV module operating point remains in the MPP, the lower
the output voltage the higher the output current. By indicating with IMAX, the
maximum allowed value of I, we get:

V1 ¼ PMPP

IMAX
(5.25)

Therefore, V1 is the left value of the voltage range where the output characteristic
of the buckeboost based LSCPVU is hyperbolic (V$I ¼ PMPP) and it can be calcu-
lated by using Eq. (5.25) once IMAX is known. As shown in the following, IMAX de-
pends on Ids max and IMPP. Without the adoption of a proper overcurrent protection
circuitry, values of V lower than V1 would give rise to output currents I greater
than IMAX. So that, for �V � V1, it is assumed that the output current is limited
to IMAX by means of a proper overcurrent protection circuitry and that the PV mod-
ule operating point moves away from the MPP because the output power becomes of
course lower than PMPP. By indicating with D, the duty-cycle of the buckeboost con-
verter, when the PV module operates in the MPP, it is [50]:

I ¼ VMPP$IMPP

V
¼ IMPP

D

1� D

� �

Is peak ¼ IMPP

D

(5.26)

where Is peak is the peak current value of the switches of the buckeboost. From
Eq. (5.26) it is evident that, while the PV module operating point remains in the
MPP, the lower D (and hence the lower V) the higher both the output current
and the peak current of the switches. By indicating with D1 the value of D in
correspondence of which the peak current of the switches is equal to Ids max and
therefore the output current also assumes its maximum value IMAX, from
Eq. (5.26) we get:

IMAX ¼ IMPP�
D1

1� D1

�

Ids max ¼ IMPP

D1

(5.27)

From Eq. (5.27) it is easy to get the value of IMAX: IMAX ¼ Ids max � IMPP. As
concerns the value of V2, by remembering that in a buckeboost the voltage across
the switches in the OFF state is equal to the sum of the input voltage and of the
output voltage V [53], we get:

Vds max ¼ V2 þ VMPP (5.28)

That is, not only for V < V1 but also for V > V2 the operating point of the PV
module cannot be the MPP because of the action of overcurrent or overvoltage pro-
tection circuitries, respectively. It is therefore assumed that, for V > V2, the PV
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voltage is equal to Vds max � Vand hence the output power of the LSCPVU is equal
to P(Vds max � V). In Fig. 5.9, the IeV (Fig. 5.9A) and PeV (Fig. 5.9B) character-
istics of a SolarWorld SW225 PV module (Tambient ¼ 25�C, S ¼ 1000 W/m2) are re-
ported together with the corresponding exact and approximated IeV and PeV
characteristics of the associated buckeboost based LSCPVU. Fig. 5.9 has been ob-
tained by assuming Vds max ¼ 80 V and Ids max ¼ 16 A; because it is
VMPP ¼ 25.52 V and IMPP ¼ 7.56 A, we get V1 ¼ 22.86 V, V2 ¼ 54.48 V,
IMAX ¼ 8.44 A. As concerns buckeboost based LSCPVUs the approximate charac-
teristic, which is needed for the implementation of the HMPPTF technique, is
composed by three different portions. The first portion (for
0 � V � (Vcost$b$ISC)/(Ids max � b$ISC)) is represented by the constant line of
equation:

I ¼ Icost ¼ Ids max � bISC (5.29)

The second portion (for (Vcost$b$ISC)/(Ids max � b$ISC) � V � (Vds max � Vcost))
is represented by a hyperbole of equation:

V$I ¼ Vcost$b$ISC (5.30)

The third portion (for (Vds max � Vcost) � V � Vds max) is represented by the
curve of equation:

V$I ¼ Vcost$b$ISC � Vcost$ISC þ ðVds max � VÞ$ISC (5.31)

The definition of I0 in the case of buckeboost based LSCPVU is the following
one:

I0 ¼ Vcost$b$ISC
Vds max � Vcost

(5.32)

The meaning of I0 and Icost is indicated in Fig. 5.9A. By analyzing Eqs. (5.29)e
(5.32), it is evident that, also in the case of buckeboost based LSCPVUs, it is enough
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FIGURE 5.9

(A) IeV characteristic of a photovoltaic (PV) module and exact and approximate IeV

characteristics of a buckeboost based lossless self-controlled PV unit (LSCPVU), (B) PeV

characteristic of a PV module, and exact and approximate PeV characteristics of a

buckeboost based LSCPVU.
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to measure ISC to obtain the approximate IeV characteristic. The set of equations that
allow to obtain the approximate IeVand PeV characteristics of a string composed by
an arbitrary number N of buckeboost based LSCPVUs are given below:

if I ¼ I0k ¼ Vcost$b$ISCk
Vds max � Vcost

Vtot ¼ Vds max � Vcost þ

P
i˛J

Vcost$b$ISCi

I0k
þ

P
y˛T

Vds max$b$ISCy

I0k þ b$ISCy

(5.33)

where k ¼ 1, 2, ., N; J ¼ {i > k: I0i < I0k}; T ¼ {y < k: I0y > I0k}.

if I ¼ Icostk ¼ Ids max � b$ISCk

Vtot ¼

2
664
P
i˛J

Vcost$b$ISCi

Icostk
;

P
i˛J

Vcost$b$ISCi

Icostk
þ Vcost$b$ISCk

Icostk

3
775

(5.34)

where J ¼ {k < i < N: Icosti > Icostk}, k ¼ 1, 2, ., N. In Eqs. (5.33) and (5.34), the
sets J and T may also be empty. Eqs. (5.33) and (5.34) represent the core of FEMPV
algorithm suited for buckeboost based LSCPVUs.

3.2.1.3 Buck-based Lossless Self-controlled Photovoltaic Units
Also, the IeVand PeV characteristics of a buck-based LSCPVU can be subdivided
into three portions. In particular, for 0 � V � V1, the corresponding portions of the
IeV and PeV characteristics of the LSCPVU are straight lines of Eq. I ¼ IMAX

[54,55] for IeV curve and P ¼ V$IMAX for the PeV curve. Instead, for
V1 � V � VMPP, the corresponding portion of IeV characteristic of the LSCPVU
is a hyperbole of Eq. V$I ¼ PMPP [54,55]. This means that, for V1 � V � VMPP,
the corresponding portion of PeV characteristic of the LSCPVU is flat and equal
to P ¼ PMPP. Finally, for VMPP � V � Voc the IeV and PeV characteristics of the
LSCPVU are coincident with those of the associated PV module [54,55]. The mean-
ing of V1 and IMAX is the same as for the case of buckeboost based LSCPVUs.
Therefore, also in the case of buck-based LSCPVU it is:

V1 ¼ PMPP

IMAX
(5.35)

Continuous Conduction Mode operating conditions of the buck converter and
related equations will be referred to in the sequel because of the synchronous version
of the buck which has been considered. Without the adoption of a proper overcurrent
protection circuitry, values of V lower than V1 would give rise to output currents I
greater than IMAX. So that, for V � V1, the output current is limited to IMAX by
means of a proper overcurrent protection circuitry and the PV module operating
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point moves away from the MPP because the output power becomes lower than
PMPP. By indicating with D the duty-cycle of the buck converter, when the PV mod-
ule operates in the MPP, it is [53]:

I ¼ VMPP$IMPP

V
¼ IMPP

D

Is peak ¼ IMPP

D

(5.36)

where Is peak, is the peak current value of the switches of the buck. From Eq. (5.36) it
is evident that, while the PVmodule operating point remains in the MPP, the lower D
(and hence the lower V) the higher both the output current and the peak current of
the switches. By indicating with D1 the value of D in correspondence of which the
peak current of the switches is equal to Ids max and therefore the output current also
assumes its maximum allowed value IMAX and by considering Eq. (5.36) we get:

IMAX ¼ Ids max (5.37)

In Fig. 5.10, the IeV (Fig. 5.10A) and PeV (Fig. 5.10B) characteristics of a
SolarWorld SW225 PV module (Tambient ¼ 25�C, S ¼ 1000 W/m2) are reported
together with the corresponding exact and approximated IeV (Fig. 5.10A) and
PeV (Fig. 5.10B) characteristics of the associated buck-based LSCPVU.
Fig. 5.10 has been obtained by assuming Ids max ¼ 16 A; because VMPP ¼ 25.52 V
and IMPP ¼ 7.56 A, we get V1 ¼ 12.06 V and IMAX ¼ 16 A. The approximate char-
acteristic of LSCPVU based on the buck microconverter, which is needed for the
implementation of the HMPPTF technique, is composed of the three following
different portions. The first portion (for 0 � V � (Vcost$b$ISC)/Idsmax) is represented
by the constant line of equation:

I ¼ Icost ¼ Ids max (5.38)
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(A) IeV characteristic of a photovoltaic (PV) module and exact and approximate IeV

characteristics of a buck-based lossless self-controlled PV unit (LSCPVU), (B) PeV
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The second portion (for (Vcost$b$ISC)/Ids max � V � Vcost) is represented by a
hyperbole of equation:

V$I ¼ Vcost$b$ISC (5.39)

The third portion (for Vcost � V � VOC) is represented by the line of equation:

I ¼ V$b$ISC
Vcost � Voc

� Voc$b$ISC
Vcost � Voc

(5.40)

The definition of I0 in the case of buck-based LSCPVUs is the following one:

I0 ¼ b$ISC (5.41)

The value of VOC (at S ¼ 1000 W/m2, Tambient ¼ 25�C) can be evaluated as [10]:

Voc ¼ Voc STC

�
1þ a$

ðTModule � 25Þ
100

�
(5.42)

where a [%/�K] is a negative temperature coefficient (in the case of SW225 mod-
ules, it is a ¼ �0.34%/�K, Tmodule ¼ 57.5�C, VOC_STC ¼ 36.8 V, and hence
VOC ¼ 32.7 V). It is worth noting that the parameters VOC_STC and a appearing in
Eq. (5.42) and NOCT appearing in Eq. (5.4), needed to evaluate Tmodule, are pro-
vided by all the PV module manufacturers in their datasheets. Therefore, also in
the case of buck-based LSCPVUs, the measurement of ISC allows to evaluate the
whole approximate IeV characteristic. In the case of buck-based LSCPVUs,
because I0 is nearly equal to IMPP and Icost ¼ Idsmax must be greater than IMPP/D
(see Eq. 5.38), it is I0 < Icost. The set of equations that allow to obtain the approx-
imate IeV and PeV characteristics of a string composed by an arbitrary number
N of buck-based LSCPVUs are:

if I ¼ I0k ¼ b$ISCk

Vtot ¼ Vcost þ k-1ð Þ$VOC þ

P
i˛J

ISCk$ Vcost-VOCð Þ½ �
ISCi

þ

P
$

y˛T
Vcost$ISCy
� �
ISCk

where k ¼ 1; 2; ...; N; J ¼ i < k : I0i > I0kf g; T ¼ y > k : I0y < I0k

n o

if I ¼ Icostk ¼ Idsmax

Vtot ¼
X
i˛J

Vcost$b$ISCi
Icostk

;
X
i˛J

Vcost$b$ISCi
Icostk

þ Vcost$b$ISCk
Icostk

" #

where k ¼ 1; 2; ...; N; J ¼ k < i < N : Icosti > Icostkf g
(5.43)
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In Eq. (5.43) the sets J and T may also be empty. Eq. (5.43) represents the core of
FEMPV algorithm suited for buck-based LSCPVUs.

3.2.2 Distributed Maximum Power Point Tracking and Central Maximum
Power Point Tracking Based on Fast Estimate of Maximum Power
Voltages

In this section, it will be explained how the DMPPT control technique and the
CMPPT control technique can be jointly used and optimized by means of the knowl-
edge of the approximate PeV characteristic of the string of LSCPVUs. Without any
loss of generality, the discussion will refer to the case of boost-based LSCPVUs. The
extension to the case of buckeboost and buck-based LSCPVUs is straightforward.
As discussed in the previous section, once ISCk (k ¼ 1, 2, ., N) is known, the
approximate PeV characteristic of the string of LSCPVUs is easily obtained. So
that, ISCk (k ¼ 1, 2,., N) needs to be measured. In the following, it will be assumed
that the measurement of ISCk (k ¼ 1, 2, ., N) takes place synchronously for all the
N LSCPVUs. Such a measurement is periodic, with period Tm. The duration of the
measurement process will be indicated with Dt (measurement interval). Of course, it
is Tm > Dt. During Dt, all the LSCPVUs are forced to work at a duty-cycle nearly
equal to one, because in boost converters this corresponds to short circuit conditions
at the input. The value of Dt must be high enough to allow the k-th LSCPVU (k ¼ 1,
2, ., N) to reach the steady-state corresponding to a nearly unit duty-cycle. Never-
theless, the value of Dt must not be higher than strictly necessary, because of course,
during the measurement interval, the MPP is not tracked. During Dt, because all the
LSCPVUs are forced to work at a duty-cycle nearly equal to one, the currents Ipank
are nearly equal to ISCk (k ¼ 1, 2, ., N). Therefore, if the input currents of the
LSCPVUs are measured, it is possible to evaluate the approximate PeV equivalent
characteristic of the string of LSCPVUs and hence the corresponding Rb can be
easily estimated in closed form. Each evaluation interval must be followed by a
period of time, indicated with Tt: Tm ¼ Dt þ Tt. During Tt, the controller of the
inverter (the CMPPT controller of Fig. 5.2) initially sets the reference voltage for
vb equal to Vh (which is the mid-point of Rb) and then refines the operating value
of vb by means of a proper hill-climbing technique. During Tt, also every LSCPVU
controller (the DMPPT controllers in Fig. 5.1) initially sets the reference signal vpan
refk for its input operating voltage equal to the nearly optimal value vpk, which can be
evaluated as explained in the following, and successively refines such a voltage by
means of a proper hill-climbing technique. The hill-climbingebased refinement
phases for vb and vpank are adopted to compensate for the small, unavoidable errors
associated to both the numerical and the theoretical approximations, which have
been adopted (e.g., the approximations of the IeV and PeV characteristics, the
assumption of lossless DC/DC power stages, the assumption of a unit MPPT accu-
racy etc.). The choice of Tm must be made on the basis of a reasonable compromise
between speed of tracking and energetic efficiency. In fact, the lower Tm, the higher
the rate of change of irradiance variation which can be tracked [1] and, at the same
time, the higher the amount of available energy that is wasted because of the
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nontracking interval Dt. To evaluate vpk (k ¼ 1, 2, ., N), it is first necessary to
calculate Ih ¼ Ph/Vh, where Ph is the power corresponding to Vh in the PeV equiv-
alent characteristic of the string of LSCPVUs. Once Ih is known, it is then possible to
evaluate vpk (k ¼ 1, 2,., N) on the basis of the following considerations. In partic-
ular, if Ih � b ISCk, then vpk ¼ 0; instead, if b ISCk < Ih � I0k, then vpk ¼ Vcost;
finally, if I0k < Ih < 0, then vpk ¼ Vds max$Ih/(b ISCk). As an example, let us consider
the case shown in Fig. 5.8 in which the optimal range Rb is indeed a single point
Vh ¼ 251.9 V. Because it is Ph ¼ 767.9 W, therefore Ih can be easily evaluated:
Ih ¼ Ph/Vh ¼ 3.05 A. Finally, the values of vpk (k ¼ 1, 2, ., 11) can be obtained
as explained above [23.84, 23.84, 26.34, 26.34, 26.34, 26.34, 0, 0, 0, 0, 0] V. The
same analysis carried out by using the exact PeV characteristic of the string of
LSCPVUs and the exact IeV characteristics of the N LSCPVUs provide instead
the following results: Vh ¼ 250.7 V, Ph ¼ 781.9 W, Ih ¼ 3.119 A, vpk (k ¼ 1, 2,
., 11) ¼ [23.6, 23.6, 27.1, 27.1, 26.2, 26.2, 0, 0, 0, 0, 0] V. The above results clearly
indicate that the suggested procedure is able to provide a quite accurate starting con-
dition for both the DC input inverter voltage and the PV voltages of the LSCPVUs.
The values of such voltages can be successively refined by means of a suitable hill-
climbing technique. In particular, as concerns the DMPPT controllers, in the
following it will be assumed that they carry out an MP&O MPPT technique with
starting conditions vpk (k ¼ 1, 2, ., 11) provided by the FEMPV algorithm. In
the above discussion, it has been assumed that, of course, the inverter is able to oper-
ate at a DC input voltage equal to Vh. After the hill climbing refinement step, it is
possible to state that LSCPVUs 1 and 2 will operate at Vout ¼ Vds max because of
their high irradiance values; the input operating points of LSCPVUs 3 and 4 will
be their MPPs; LSCPVUs 5 and 6 will operate at a PV voltage slightly lower than
their own VMPP; and, at last, LSCPVUs 7, 8, 9, 10, and 11 will be short-circuited
because of their low irradiance values. The above statement can be easily explained
by considering the location, in Fig. 5.11, of the intersections among the horizontal
dashed line representing Ih ¼ 3.119 A with the IeV output exact characteristics of
the various LSCPVUs. In the case of LSCPVUs 1 and 2, such an intersection is
found in the vertical portion of the IeV characteristics, at V ¼ Vds max. Therefore,

FIGURE 5.11

Exact IeV characteristics of lossless self-controlled photovoltaic units (LSCPVUs). Grey

square markers indicate maximum power points.
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LSCPVUs 1 and 2 will operate at the maximum allowed output voltage. In the case
of LSCPVUs 3 and 4, the intersection is found in the hyperbolic portion of the IeV
characteristic; therefore, the PV modules of LSCPVUs 3 and 4 will operate in their
MPPs. In the case of LSCPVUs 5 and 6, the intersection takes place at a voltage
slightly lower than the MPP voltage, as it is clearly shown in Fig. 5.11 where the
grey square markers just indicate the position of the MPPs; therefore, the PV mod-
ules of LSCPVUs 3 and 4 will operate at a voltage slightly lower than their MPP
voltage. Finally, LSCPVUs 7, 8, 9, 10, and 11 will operate in short circuit conditions
because Ih is higher than the short circuit currents of their associated PV modules.

In the above case, a voltage nearly equal to 251 V represents the best inverter
input operating voltage. But, if the allowed inverter DC input voltage range is, for
example, equal to [350, 600] V, then the FEMPValgorithm is of course able to pro-
vide the best operating voltage value Vh included in such a range. In the considered
case, it is Vh¼398.3 V [see Fig. 5.8B), the exact and the approximate optimal values
in the range [350, 600] Vare nearly coincident]. In correspondence of Vh ¼ 398.3 V,
from the IeVoutput exact characteristic of the string of LSCPVUs it is possible to
get Ih ¼ 1.53 A. By considering the location, in Fig. 5.11, of the intersections among
the horizontal dashed line representing Ih ¼ 1.53 Awith the IeVoutput exact char-
acteristics of the various LSCPVUs it is possible to draw the following conclusions.
In correspondence of a DC inverter input voltage Vh ¼ 398.3 Vand hence Ih ¼ 1.53
A, in the case of LSCPVUs 1, 2, 3, and 4, such an intersection is found in the vertical
portion of the IeV characteristics, at V ¼ Vds max. Therefore, LSCPVUs 1, 2, 3, and
4 will operate at the maximum allowed output voltage. In the case of LSCPVUs 5
and 6, the intersection is found in the hyperbolic portion of the IeV characteristic;
therefore, the PV modules of LSCPVUs 5 and 6 will operate in their MPPs. In the
case of LSCPVUs 7 and 8, the intersection takes place at a voltage slightly lower
than the MPP voltage; therefore, the PV modules of LSCPVUs 7 and 8 will operate
at a voltage slightly lower than their MPP voltage. Finally, LSCPVUs 9, 10, and 11
will operate in short circuit conditions because Ih ¼ 1.53 A is higher than the short
circuit currents of their associated PV modules. Figs. 5.12 and 5.13 refer instead to

FIGURE 5.12

(A) Exact IeV characteristic of 11 series-connected lossless self-controlled photovoltaic

units (LSCPVUs), (B) exact PeV characteristics of 11 series-connected LSCPVUs, points

calculated by using Eqs. (5.23) and (5.24) (grey circle markers).
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the case of the following set of operating conditions and parameters: S ¼ [1000,
1000, 1000, 1000, 1000, 1000, 1000, 1000, 1000, 500, 500] W/m2;
Tambient ¼ 25�C; Vds max ¼ 60 V. By assuming that the allowed inverter DC input
voltage range is equal to [350, 600] V, the FEMPV-based analysis provides the
following value: Vh ¼ 556.6 V; while the exact analysis provides Vh ¼ 564.55 V.
Therefore, we assume that the operating inverter voltage will initially be
Vh ¼ 556.6 V and, after the hill climbing refinement process, will be
Vh ¼ 564.55 V. In correspondence of such a voltage value, from the IeVexact char-
acteristic it is Ih ¼ 3.493 A. As shown in Fig. 5.13, the intersections among the hor-
izontal dashed lines representing Ih ¼ 3.493 A with the IeV output exact
characteristics of the various LSCPVUs are found in the hyperbolic portions of
the IeV characteristics of all the LSCPVUs. Therefore, in the considered case,
the PV modules of all the LSCPVUs will operate in their MPPs.

Finally, Figs. 5.14 and 5.15 refer to the following set of operating conditions and
parameters: S ¼ [1000, 1000, 1000, 1000, 1000, 200, 200, 200, 200, 200, 200]
W/m2; Tambient ¼ 25�C; Vds max ¼ 60 V. By assuming that, once again, the allowed

FIGURE 5.13

Exact IeV characteristics lossless self-controlled photovoltaic units (LSCPVUs). Grey

square markers indicate maximum power points.

FIGURE 5.14

(A) Exact IeV characteristic of 11 series-connected lossless self-controlled PV units

(LSCPVUs), (B) exact PeV characteristics of 11 series-connected LSCPVUs, points

calculated by using Eqs. (5.23) and (5.24) (grey circle markers).
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inverter DC input voltage range is equal to [350, 600] V, the FEMPV-based analysis
provides the following value: Vh ¼ 458 V (which is nearly coincident with the exact
one Vh ¼ 456.75 V). In correspondence of such a voltage value, from the IeVexact
characteristic it is Ih ¼ 1.505 A. As shown in Fig. 5.15, the intersections among the
horizontal dashed line representing Ih ¼ 1.505 Awith the IeVoutput exact charac-
teristics of the various LSCPVUs are located in the vertical portion of the IeV char-
acteristics, at V ¼ Vds max, for the LSCPVUs 1, 2, ., 5. Therefore, such LSCPVUs
will operate at the maximum allowed output voltage. In the case of LSCPVUs
6, 7, ., 11, the intersection takes place at a voltage slightly lower than the MPP
voltage; therefore, the PV modules of LSCPVUs 6, 7,., 11 will operate at a voltage
slightly lower than their MPP voltage.

The above examples clearly show that, for a given string of N LSCPVUs, the
optimal operating range Rb must be continuously tracked because its amplitude
and location are not fixed but strongly depend on the operating conditions of the
N PV modules. Therefore, it is clear that it is mandatory to couple the Distributed
MPPT (DMPPT) function assigned to the DC/DC converters, with a suitable
Centralized MPPT (CMPPT) function carried out by the inverter through a proper
control of Vb.

The main advantages of the HMPPTF strategy are:

• The high speed of tracking because of the fast (one-shot) estimation not only of
the optimal operating range Rb but also of the k-th optimal PV voltage (k ¼ 1, 2,
., N);

• The high robustness in the presence of multimodal PeV characteristic.

The eventual further refinement of the DC inverter input voltage Vb, with respect
to the estimated value Vh, and the further refinement of the N operating voltages of
the PV modules with respect to the corresponding estimated optimal values, is
necessary to correct the errors associated with the theoretical and numerical approx-
imations made in estimating such optimal values and also to take into account the
actual efficiency of the power stage of the SCPVUs. In fact, such an efficiency,
which of course modifies the actual shape of the equivalent PeV characteristic

FIGURE 5.15

Exact IeV characteristics of lossless self-controlled PV units. Grey square markers

indicate maximum power points.
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with respect to that one obtained by considering LSCPVUs, is a complicated func-
tion of the operating point. It would be nearly impossible to exactly consider it in the
analytical evaluation of the estimate of the optimal Rb. A very important, funda-
mental aspect is the following one: the exact and the approximate PeV characteris-
tics of the strings of LSCPVUs are nearly coincident, in the region of the optimal Rb,
where the highest accuracy is necessary. The greatest errors are localized instead in
the regions of minor interest, from the point of view of the energetic efficiency of the
whole PV system.

3.2.3 Numerical Simulations Concerning Hybrid Maximum Power Point
Tracking Techniques

In this section, the performances of the HMPPTF strategy are compared with those
of HMPPTS by analyzing two different mismatching scenarios (CASE I and CASE
II). The time-domain numerical simulations have been carried out in PSIM environ-
ment; PSIM is a well-known simulation environment for power conversion and con-
trol. The simulated system is represented by a grid-connected PV system composed
of an H-bridge central inverter fed by an array of LSCPVUs adopting boost con-
verters with synchronous rectification (Fig. 5.16).

Fig. 5.16A refers to HMPPTF technique, instead Fig. 5.16B refers to HMPPTS
technique. The substantial differences between the two architectures shown in
Fig. 5.16A and B are linked to the fact that in the case of HMPPTF (Fig. 5.16A)
the DMPPT and CMPPT controllers must be able to exchange useful data to imple-
ment the FEMPV algorithm. In particular, the DMPPT controllers must be able to
provide the values of ISCk (k ¼ 1, 2, ., N) to the CMPPT controller. In fact, such
values are needed to evaluate the approximate PeV equivalent characteristic of
the string of LSCPVUs. On the other hand, the CMPPT controller must in turn be
able to provide the calculated values of vpk (k ¼ 1, 2,., N) to the DMPPT control-
lers. Such controllers carry out an MP&O technique with starting conditions vpk
(k ¼ 1, 2, ., 11) obtained, as discussed above, by means of the FEMPValgorithm.
As concerns the HMPPTS technique (Fig. 5.16B), the DMPPT and CMPPT control-
lers are independent of one another.

3.2.3.1 Case I
Case I refers to the following set of values: irradiance distribution S ¼ [1000 1000
1000 1000 1000 1000 1000 200 200 200 200] W/m2, Tambient ¼ 25�C. Both the
HMPPTS strategy and the HMPPTF strategy adopt the MP&O algorithm as DMPPT
technique. The MP&O parameters of the HMPPTS and HMPPTF techniques are re-
ported in the Table 5.2.

The two parameters Ta andDvpan ref of the MP&O technique (Table 5.2) have been
chosen on the basis of the guidelines provided in [1] by assuming that the maximum
rate of change of irradiance level to track without errors is equal to 100 W/(s m2). As
shown in Table 5.2, the main difference between the two DMPPT techniques is rep-
resented by the adopted value of Vout lim. In the case of HMPPTS, the value of Vout lim

must fulfill the inequalities of Eqs. (5.11) and (5.12), which are valid whenever the

3. Necessity of Joint Adoption of Distributed Maximum Power Point 195



FIGURE 5.16

Grid-connected photovoltaic (PV) system adopting boost-based lossless self-controlled

PV units: (A) HMPPTF technique, (B) HMPPTS technique.

Table 5.2 Modified P&O (MP&O) Parameters

Sampling interval of MP&O Ta ¼ 1.5 ms

Amplitude of the perturbation of MP&O Dvpan ref ¼ 0.15 V

Guard level HMPPTS Vout lim ¼ 53 V

Guard level HMPPTF Vout lim ¼ 59 V
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HMPPTS technique is adopted in a grid-connected PV system adopting boost-based
LSCPVUs. In particular, by taking into account that, for Smax ¼ 1000 W/m2 and
Tambient ¼ 25�C, the values of Ppan1, DPpan1 and VOC are, respectively, equal to
192 W, 8.89 W, and 36.8 V, we have that the value of Vout lim must belong to the range
[36.8e53.8] V. Because it is convenient to adopt a value of Vout lim which is as high as
possible, Vout lim has been chosen equal to 53 V. As discussed previously, when adopt-
ing the HMPPTF technique, it is possible to estimate in advance the number NMPP of
LSCPVUs operating in their MPPs and the number NSC of LSCPVUs operating with
an output voltage equal to 0. This is very useful; in fact, the quantityDPtot appearing in
Eq. (5.11) can be evaluated with greater accuracy with respect to the worst-case value
used when adopting the HMPPTS strategy:

DPtot ¼ �ðN� NSC � NMPPÞ$DPpan1$NMPP$
DV2

pan

RMPP
(5.44)

where RMPP is the PV module differential resistance evaluated at the MPP [1]. It is
worth noting that, thanks to the data obtained by means of the FEMPValgorithm, the
quantities Ppan1 and DPpan1 appearing in Eq. (5.11) can also be more or less accu-
rately estimated:

Ppan1 ¼ Vcost$ISC1 (5.45)

DPpan1 ¼ DVpan1$ISC1 (5.46)

where ISC1 is the largest measured short circuit current. Instead, only worst-case
values can be assumed in place of Ppan1 and DPpan1 when adopting the HMPPTS
strategy. In the CASE I, the values of ISC1, NSC, and NMPP are, respectively, equal
to 8.17 A, 4, and 7. By using Eqs. (5.11), (5.12), (5.44) and (5.46) we have that
the value of Vout lim must belong to the range [36.8e59.3] V. The value Vout lim

has been chosen equal as 59 V. The PeV exact characteristics of the 11 series-
connected LSCPVUs are reported in Fig. 5.17A with reference to Vout lim ¼ 53 V
(which is the value adopted in HMPPTS technique) and Vout lim ¼ 59 V (which is
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FIGURE 5.17

(A) Exact PeV characteristics of 11 series-connected Lossless Self-Controlled

Photovoltaic Units (LSCPVUs) obtained by considering two different values of Vout lim,

(B) exact and approximate PeV characteristics of 11 series-connected LSCPVUs (Vout

lim ¼ 59 V HMPPTF technique).
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the value adopted in HMPPTF technique). The advantages associated with the adop-
tion of a higher value of Vout lim are clearly evident in Fig. 5.17A. For the sake of
completeness, in Fig. 5.17B, both the exact and the approximate PeV characteristics
obtained by assuming Vout lim ¼ 59 V are reported. It is worth remembering that,
while the approximate characteristic is used by the FEMPV algorithm, the exact
characteristic must be considered if one is interested in the accurate verification
of the actual power extracted from the PV system. The values of the remaining
parameters adopted in HMPPTF technique are: Dt ¼ 1 s, Vcost ¼ 26.24 V. The
remaining parameters adopted in HMPPTS technique have been chosen on the
basis of the guidelines provided by Eqs. (5.13) and (5.15) for the value of
Dvb ref and by Eqs. (5.17) and (5.19) for the value of Tb. By assuming
P ¼N$VMPP$IPMM ¼ 2475 W, fline ¼ 50 Hz, Va ¼ Vinverter_min ¼ 360 V, and
Cb ¼ 1 mF and by applying Eqs. (5.13) and (5.15), the allowed range of Dvb ref

can be obtained:

21:9 V � Dvb ref � 47:55 V (5.47)

On the basis of the above considerations, Dvb ref has been chosen to be equal to
25 V. As concerns the value of Tb, it must fulfill the following inequalities:

Tb � Ttot ¼ 0:75 s (5.48)

In this case, Tb has been chosen to be equal to 1 s. More details regarding the
calculation of Ttot are reported in [62].

The time-domain behavior of the power extracted from the PV system by adopt-
ing both the techniques is shown in Fig. 5.18A. Even if, at the steady state, the value
of the power extracted by adopting the two techniques is the same, it is evident that
the HMPPTF technique is much faster. The HMPPTS technique instead needs to
wait the time required for the whole scan before being able to identify the optimal
operating point of the PV system. The time-domain behavior of the bulk inverter
voltage, taking place when adopting both the techniques, is shown in Fig. 5.18B.
The steady-state values of vb are different in the two cases (Vb opt ¼ 380 V in
HMPPTF, Vb opt ¼ 360 V in HMPPTS); in any case, they are in complete agreement

FIGURE 5.18

Time-domain behavior of the power P extracted (A) and of the input inverter voltage (B).
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with the curves shown in Fig. 5.17A and with the working principles of the two
hybrid techniques.

Now, to show the effect of an inappropriate choice of Dvb ref with reference to the
HMPPTS technique, Case I.1 has been considered. The set of parameters character-
izing Case I.1 is the same as that adopted in Case I except for Dvb ref. In particular,
the value adopted for Dvb ref in Case I.1 is Dvb ref ¼ 55 V, which does not satisfy
the inequality Eq. (5.47). The results of this analysis are summarized in Fig. 5.19
in which the time-domain behavior of vb, vb ref (Fig. 5.19A) and voutk (k ¼ 1, 2,
.,7) (Fig. 5.19B) are reported in the time interval [0.4, 2] s. The first aspect which
is worth noting is that, in both cases, the amplitude Dvb ref of the variation of vb ref,
occurring at t ¼ 1 s, is greater than the peak-to-peak amplitude of the 100 Hz oscilla-
tion superimposed on vb. The second aspect to underline is the following one; because
the adopted value ofDvb ref does not fulfill inequality (5.47), it is not possible to ensure
that the output voltages of all the LSCPVUs maintain below Vds max. In fact, as shown
in Fig. 5.19B, where the output voltage voutk (k ¼ 1, 2,., 7) is shown either in Case I
or in Case I.1, the threshold voltage Vdsmax ¼ 60V is exceeded in Case I.1.

3.2.3.2 Case II
The last simulation case (Case II) refers to the following set of values of the param-
eters: S ¼ [1000 1000 1000 1000 1000 1000 1000 390 390 390 390] W/m2,
Tambient ¼ 25�C. The HMPPTS parameters are the same as those considered in
Case I except for the value of Dvb ref, which in this case has been chosen equal to
47 V. The new value assumed by the Dvb ref continues to fulfill the inequality
(5.47). As concerns the HMPPTF parameters, the only difference compared with
that considered in the previous case concerns the value of Vout lim. In this case,
the values of NSC and NMPP are, respectively, equal to 0 and 4. This means that,
by using Eqs. (5.11), (5.12), (5.44), and (5.46), we have that the value of Vout lim

must belong to the range [36.8e58.5] V. The value of Vout lim has been chosen equal
to 58.5 V. The PeV exact characteristics of the 11 series-connected LSCPVUs are
reported in Fig. 5.20Awith reference to Vout lim ¼ 53 V (which is the value adopted
in the HMPPTS technique) and Vout lim ¼ 58.5 V (which is the value adopted in

FIGURE 5.19

Time-domain behavior of vb and vb ref (A) and voutk (k ¼ 1,2, .,7) (B).
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HMPPTF technique). For the sake of completeness, in Fig. 5.20B, both the exact and
the approximate PeV characteristics obtained by assuming Vout lim ¼ 58.5 Vare re-
ported. The time-domain behavior of the power extracted from the PV system by
adopting both the techniques is shown in Fig. 5.21A. Such a figure clearly puts in
evidence the superior performances exhibited by the HMPPTF strategy. The time-
domain behavior of the bulk inverter voltage, taking place when adopting both the
techniques, is shown in Fig. 5.21B. The steady-state optimal values of vb are
different in the two cases (Vb opt ¼ 520 V in HMPPTS, Vb opt ¼ 450 V in HMPPTF).

Now, to show the effect of a wrong choice of Tb with reference to the HMPPTS
technique, Case II.1 has been considered. The set of parameters characterizing Case
II.1 is the same as that adopted in Case II except for Tb. The value adopted for Tb in
Case II.1 is Tb ¼ 0.1 s, which does not satisfy the inequality (5.48). The results of
this analysis are summarized in Fig. 5.22 in which the time-domain behavior of
vb, vb ref (Fig. 5.22A), and P (Fig. 5.22B) are reported. The analysis of the
Fig. 5.22 puts in evidence that, when Tb is not enough high (Tb ¼ 0.1 s), the optimal
value of the bulk voltage that is identified after the scan is wrong. The error of the

FIGURE 5.21

Time-domain behavior of the power P extracted (A) and of the input inverter voltage (B).

FIGURE 5.20

(A) Exact PeV characteristics of 11 series-connected Lossless Self-Controlled

Photovoltaic Units (LSCPVUs) obtained by considering two different values of Vout lim,

(B) exact and approximate PeV characteristics of 11 series-connected LSCPVUs (Vout

lim ¼ 58.5 V HMPPTF technique).
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CMPPTS technique is because of the fact that, after each variation of vb ref, the PV
system is not able to reach a new steady-state equilibrium condition before the
occurrence of the subsequent variation of vb ref. In particular, the optimal operating
points found by the CMPPTS technique in Case II.1 are (407 V, 1300 W), second
point of the scan, when Tb ¼ 0.1 s and (454 V, 1400 W), third point of the scan,
when Tb ¼ 1 s.
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1. INTRODUCTION
As a result of environmental and CO2 emission concerns, renewable energy sources
have gained more and more attention worldwide. Several countries have set an ambi-
tious goal for energy production capacity concerning renewable energy sources. As
a main market share, the European Council targets 30% of renewable energy by
2030 [1]. With the same milestone, Germany plans to achieve 18% of renewable en-
ergy for gross energy consumption [2]. Denmark has also set a goal to be
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independent of fossil fuel by 2050 [3]. With these initiatives, the penetration level of
renewable energy such as solar and wind energy has been increasing considerably
during the last decades [4].

Among other renewable energy sources, photovoltaic (PV) systems have a poten-
tial to become a major source of electricity in the near future because of several
merits such as simple installation, modularity, and scalability. In fact, the installation
and component cost of PV systems, especially the cost of PV panel, has been signif-
icantly declining in the past years [5,6]. As a result, PV systems have been increas-
ingly installed and connected to the power grid during the recent years. However,
under a large-scale adoption of grid-connected PV systems, the integration of PV
systems into the power grid becomes important. Challenges like overloading of
the grid during the PV peak-power generation periods, severed grid voltage fluctu-
ations because of the intermittency of PV energy, and limited grid frequency regu-
lation capability because of more decentralized power generation units have been
witnessed in practice with a high-penetration level of grid-connected PV system
[6ae10].

To address the above issues and ensure a smooth integration of PV systems into
the grid, the grid requirements in some countries have been revised and updated
[11e17]. One of the recent requirements is the flexible active power control for
the PV system, where the active power generated by the PV systems has to be regu-
lated upon demands, e.g., during grid frequency deviation. An example of active po-
wer control strategies for PV systems introduced in the grid code is shown in
Fig. 6.1, where various power control functionalities have been defined as:

• Power-Limiting Control (PLC) (also called as Constant Power Generation
Control, Absolute Active Power Control): The maximum absolute active power

FIGURE 6.1

Active power control strategies for grid-connected PV systems defined in the Danish grid

code (Ppv: PV power, Pavai: available power, Plimit: the power limit level, R�
r : the ramp-rate

limit, DP: the power reserve level) [17].
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production from the PV systems is limited to a certain set-point Plimit during the
operation.

• Power Ramp-Rate Control (PRRC) (also called Power Gradient Control): The
maximum change rate of the active power production from the PV systems is
limited to a certain rate R�

r .
• Power Reserve Control (PRC) (also called Delta Power Control): An active

power from the PV system Ppv is regulated below the maximum available power
Pavai to provide a certain amount of power reserve DP.

By implementing such control functionalities, the PV systems not only are acting
as a purely power-generating unit but also are involved in grid supporting by
providing flexible power delivery. Therefore, “grid-friendly” integrations can be
ensured, and the above technical challenges caused by the intermittency nature of
solar energy can be resolved.

In this chapter, the demands for flexible power control in grid-connected PV sys-
tems are briefly discussed. An overview of possible control solutions to realize flex-
ible active power control for the PV system is provided. Then, the rest of the chapter
focuses on the flexible power control solutions through the modification of the power
converter control algorithm. Finally, concluding remarks are provided.

2. DEMAND TO GRID-CONNECTED PV SYSTEMS
Several challenges regarding grid integration of PV system have been reported in
recent studies. In this section, three commonly concerned issues related to active po-
wer control of the PV system are discussed.

2.1 OVERLOADING OF THE GRID (OVERVOLTAGE) DURING PV
PEAK-POWER GENERATION PERIOD

Under a large PV installation scenario, overloading of the grid is one of the associ-
ated and the most concerned issues [9]. When many PV systems are connected to the
grid, they can introduce a significant peak surplus power during midday (i.e., when
the PV power production is highest). This will increase the power losses and lead to
overvoltage (if the grid capacity remains the same) and thus should be avoided as it
will overstress the equipment in the systems. This issue has been increasingly of
concern recently. For instance, it has been reported that parts of the distribution
grid in Northern Ireland have experienced a severe overloading because of a high
number of PV systems connected to the grid [18]. To solve this problem, the PLC
scheme has been introduced in grid regulations, where the active power injected
from the PV systems has to be limited to a certain value if demanded, as illustrated
in Fig. 6.1. By doing so, the peak-power from PV systems can be avoided. This
requirement is currently adopted in Germany through the grid codes [15], where
the newly installed PV systems have to be able to limit their maximum feed-in power
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(i.e., 70% of the rated power). Similar requirements have also been defined in the
grid codes of other countries (e.g., Denmark and Japan).

2.2 GRID VOLTAGE FLUCTUATION BECAUSE OF INTERMITTENCY
OF PV ENERGY

Another potential problem caused by PVs is because of the intermittency nature of
solar energy. It is well known that the PV power can be fluctuating considerably in
the case of cloudy days, where the power production can suddenly drop because of
passing clouds. Actually, the change rate of the PV power is also correlated with the
system size [19]. For instance, this problem is usually pronounced in small-scale PV
systems (rooftop PV applications) because a passing cloud can easily cover a major
area of the PV panels [20]. In the case of a wide-scale grid-connected PV system,
those sudden changes in the PV power can potentially induce severe grid voltage
fluctuations [7], which thus should be addressed.

To reduce the power fluctuation from the PVs, the PRRC is introduced to limit
the PV output power change rate [14,17]. Namely, as long as the PV output power
changing rate is below a certain limit, the PV system is allowed to continuously
operate in the Maximum Power Point Tracking (MPPT) mode (i.e., normal opera-
tion). However, once the PV power changing rate reaches the maximum limit, the
PV output power should be controlled in a ramp manner, as shown in Fig. 6.1.

2.3 LIMITED-FREQUENCY REGULATION CAPABILITY TO STABILIZE
THE GRID DURING FREQUENCY DEVIATION

In the conventional power systems, the grid frequency is normally regulated by large
conventional power plants (e.g., coal, gas turbine), which are considered as dispatch-
able sources of electricity. However, as the installation of grid-connected PV system
increases, the system operator will have less capability to stabilize the grid in the
case of frequency deviations, as a large portion of PV systems cannot be easily
controlled by the system operator. Initially, some grid regulations require the PV sys-
tems to be disconnected from the power grid during the frequency deviation. How-
ever, as the penetration level of grid-connected PV systems increases, disconnecting
the large amount of PV systems during the frequency deviation will challenge the
grid stability because of a sudden loss of large power generation [21]. This is known
as the 50.2-Hz problem, which is highly concerned in countries with high PV pene-
tration (e.g., Germany) [12].

With the above concerns, the frequency regulation has been implemented in
grid codes, where the PV systems are not allowed to immediately disconnect
from the grid in response to frequency deviations. Instead, the PV system needs
to provide a power reserve by reducing its output power to a certain level (specified
by the grid codes), as shown in Fig. 6.1. In this way, the PV systems are requested
to contribute to frequency regulations and support the grid during frequency
deviation.
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3. POSSIBLE SOLUTIONS FOR FLEXIBLE POWER CONTROL
OF PV SYSTEMS

To realize a wide-scale adaptation of grid-connected PV system, the above grid inte-
gration issues need to be addressed. Therefore, solutions for flexible power control
of PV system are demanded. Various solutions to provide the power control flexi-
bility have been introduced for grid-connected PV systems. In this section, an over-
view of the widely used solutions to achieve flexible active power control
functionalities will be presented.

3.1 INTEGRATING ENERGY STORAGE SYSTEMS
Among other possible solutions, integrating PV systems with the energy storage sys-
tem (ESS) is one of the most widely used approaches [22e25]. For example, the bat-
tery technology is considered to be a suitable technology to be used with PV system
because of its high energy density and high efficiency. This solution has been adop-
ted with commercial PV systems, and it is commonly referred to as the PV-battery
system. In this combination, the extracted PV power from the PVarrays always fol-
lows the maximum available power, which fluctuates dynamically according to the
solar irradiance and ambient temperature conditions. However, the flexibility of the
power injection can be provided by the ESS, where the battery is charged and dis-
charged following the active power demand. Fig. 6.2 demonstrates the control strat-
egy of the PV system with integrated ESS.

One strong benefit of this solution is the increase of the PV energy utilization,
where the surplus PV power (e.g., during the PLC) can be stored in the battery
and used later during the low PV power production. This offers a possibility to pro-
vide an upward frequency regulation during the power reserve when the PV systems
are requested to inject the output power higher than the maximum available PV po-
wer production, which is achieved by discharging the battery.

FIGURE 6.2

Flexible active power control solution for grid-connected photovoltaic system by

integrating energy storage systems.
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A compromise of this solution is the extra cost because of the ESS. Although the
cost of battery is continuously decreasing, the total cost of PV systems with inte-
grating ESS is still considerably higher than the conventional PV systems [26].
This is mainly because of the cost of extra equipment such as batteries and battery
management systems and also the operation and maintenance costs. With the recent
technology, the warranty period of the commercial battery (e.g., lithium ion) is usu-
ally limited to less than 5 year [27], whereas the typical PV systems are expected to
last for 20e30 years. When looking from the reliability perspective, although the
ESSs provide the flexibility in power injection of the PV systems, they also introduce
other possible failure mechanisms in the overall PV systems.

3.2 INSTALLING FLEXIBLE LOADS
Another solution to provide the power control flexibility through extra equipment is
by installing flexible loads locally. The main idea of this approach is to absorb the
surplus PV energy through the demand side management, where the flexibility is
provided by the load that absorbs the surplus PVenergy locally [24]. The basic con-
trol strategy of this approach is presented in Fig. 6.3, which is quite similar to the
solution with integrating ESS. The difference is that the surplus PV energy is dissi-
pated or utilized by the local load, instead of being stored in the battery.

The flexible load can be realized by resistors with the power flow controller to
control the power dissipation. In this case, it is usually referred to as “dump load”
as the excessive PV power is simply dumped in the resistors without being used.
Therefore, this approach is not very economically attractive from the user perspec-
tive. The utilization of the PV energy can be improved if the local load (e.g., house-
hold equipment, electric vehicles) can be adaptively controlled. For instance, the
electric vehicles are charged by the surplus PVenergy during midday or the washing
machine is set to be operated when the PV system produces surplus energy. In this
case, the surplus PVenergy is not wasted, as it is done with the dump load solution,

FIGURE 6.3

Flexible active power control solution for grid-connected photovoltaic system by installing

flexible loads.

212 CHAPTER 6 Flexible Power Control of Photovoltaic Systems



but it is being utilized by the actual loads, which can be flexibly controlled, and they
are referred to as “smart load” [28,29].

This solution has been widely discussed with the context of smart grid, where
communication network and coordination control between different components
are the main focus [29]. However, the requirement of communication network
and coordinate control are also shortcomings of this method, which may increase
the cost and the complexity of the overall system.

3.3 MODIFYING THE CONTROL ALGORITHM OF THE POWER
CONVERTERS

With the recent technology advancement in power electronics, more and more
advanced control functionality has been developed for power converters [16,30].
This gives a possibility for the PV system to take the benefit of the advanced control
in power converters, which are the key components to control the power delivery of
PV systems, to achieve the flexible power control functionality. Conventionally, the
MPPT control strategy is implemented in power converters of PV systems for maxi-
mizing the energy yield from the PV arrays. However, the MPPT control scheme
cannot provide the flexible power injection, as the PV systems under this control
scheme always try to extract the maximum available PV power during the operation.
In other words, the PV power production with the MPPT control can be fluctuating
following the dynamic of the solar irradiance and ambient temperature (e.g., during
the cloudy day).

To enable the power control flexibility of the PV systems, the conventional
MPPT control algorithm needs to be modified as shown in Fig. 6.4. Instead of always
tracking the Maximum Power Point (MPP) of the powerevoltage (PeV) curve of
the PVarrays, the operating point of the PV system may need to be regulated below
the MPP, corresponding to the required amount of output power for certain active
power control functionality [31e34]. The operational principle of the modifying
MPPT algorithm is illustrated in Fig. 6.5, and this approach is also called active po-
wer curtailment in literature.

In this approach, the flexible active power control functionality is realized
through the modification of the inherent control algorithm of the power converter

FIGURE 6.4

Flexible active power control solution for grid-connected photovoltaic system by modifying

control algorithm of the power converters.
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(i.e., MPPT algorithm). This offers a cost-effective solution in terms of component
cost, as there is no extra component (such as battery or dump load). In addition, the
reduced number of components in the system also results in a benefit in the reli-
ability aspect because of the lower number of possible failure components in the sys-
tem. Nevertheless, the shortcoming of this approach is the reduction in the PV
utilization as a result of the loss of PV energy yield during the power curtailment
because the PV energy is not being stored or used. In some cases, the economic
loss because of the reduction in the PV energy yield may overcome the benefit of
the reduced equipment cost, which has to be carefully designed [31,35,36].

4. POWER CONVERTER TECHNOLOGY AND CONTROL FOR PV
SYSTEMS

4.1 SYSTEM DIAGRAM OF GRID-CONNECTED PV SYSTEMS
A general system diagram of grid-connected PV systems is shown in Fig. 6.6 and
consists of three main components: PV panels (or arrays), power converters (PV in-
verters), and ac grid. As the power generated by the PVarrays is dc power, the power
converter, which is a power electronic-based technology, is required to convert the
dc power from the PV arrays to the ac power [37]. In other words, power converter
plays an important role in controlling the power delivery and at the same time
ensuring a proper integration between the PVand the grid. Additionally, other spec-
ifications are imposed by the grid requirements to make grid-connected PV systems
more resilient and grid-friendly: (1) reliable or secure the power supply; (2) flexible
control of active and reactive power; (3) dynamic grid support per demands; (4) sys-
tem condition monitoring, protection, and communication; and (5) high efficiency
and reliability, low cost, and small volume [38e40].
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In the state-of-the art technology, there are three mainstream system configura-
tions of grid-connected PV systems, as summarized in Fig. 6.7 [41,42]. The adap-
tation of each configuration is mainly dependent on the applications and the power
ratings. For example, a small-scale PV system usually employs module PV con-
verters shown in Fig. 6.7A because of the small volume and high scalability.
The module PV converter enables individual MPPT tracking at each PV panel,
which is the advantage of this configuration due to the increased energy yield.
Nevertheless, this configuration requires a dcedc converter with high conversion
ratio, as the PV voltage of the module is usually small because of the limited num-
ber of panels, to be able to be connected to the ac grid through the inverter. At the
same time, high efficiency needs to be attained over a wide range of operation,
which is a challenge of this system configuration. For a medium/large-scale PV
systems, string, multistring, or central inverters shown in Fig. 6.7B and C are
more promising because of their overall high conversion efficiency. In this case,
the PV power can be directly fed to the ac grid without or with a dcedc converter
with a small conversion ratio, as the PV voltage is usually high enough because of
the large number of PV panels. As the PV utilization is still at a residential appli-
cation (e.g., rooftop system), the string and multistring inverters are dominating in
market, and the single-phase connection is more often to see [39]. In fact, the string
inverter becomes more and more popular in the recent years because of its high
scalability, high reliability, and simple installation. This system configuration is
expected to be more adopted in the large-scale PV system as a replacement of
the central inverter [43,44].

Another way to classify the PV system configuration can be done by consid-
ering the number of power conversion stages employed in the system. For a

FIGURE 6.6

System diagram of the grid-connected photovoltaic (PV) system, where the PV arrays are

the source of input power and power converters are employed to enable the control of the

PV system and the integration of the grid, whose control strategy is imposed by the grid

requirements.
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small-scale PV system (e.g., modular PV converters, string/multi-string inverters),
the PV voltage is usually lower than the required dc-link voltage because of the
limited number of PV panels connected in series. In this case, a two-stage power
conversion is normally required. The first conversion stage is a dcedc conversion,
which is employed to step up the PV voltage to match the minimum required dc-
link voltage for grid-connected applications (e.g., dc-link voltage of 450 V for
230 V ac grid). In the case of large-scale PV system, the PV voltage is usually
high enough to connect to the grid without the need of the voltage amplification.
Therefore, a single-stage conversion can be employed, where the dcedc conver-
sion stage is not required. The absence of the dcedc conversion stage can reduce
the power loss introduced by the dcedc converter, which is an important aspect for
large-scale PV plants.

In this chapter, the single-phase string inverter configuration is used as an
example as a result of its popularity. An example of the two-stage grid-connected
PV system with an LCL filter is shown in Fig. 6.8. Moreover, to achieve a higher
efficiency, transformer-less PV inverter topologies are favorable. However, the

(A)

(B)

(C)

FIGURE 6.7

Different grid-connected photovoltaic inverter structures: (A) module inverters connected

to a common dc-bus, (B) string/multistring inverter applied in single- or three-phase

systems (residential and commercial applications), and (C) center inverters for

commercial or utility-scale applications (high power, e.g., 100 kW).
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lack of isolation transformers can compromise the safety of the system because of
the generated leakage currents, which may need to be addressed by specifically
designing the modulation schemes or bypassing methods [45,46].

4.2 CONTROL STRUCTURE OF GRID-CONNECTED PV SYSTEMS
The control of PV systems is enabled through the power converter, which acts as an
interface between the PVand the grid. For the two-stage PV system in Fig. 6.8, the
dcedc conversion stage is responsible for the PV power control, while the dceac
conversion stage is in charge of grid interactive [46e48]. From the PV side, the
dcedc converter regulates the extracted power from the PV arrays by controlling
the operating point of the PV array (e.g., PV voltage) according to the PeV char-
acteristic of the PV array. This can be done by using a proportional-integral
controller to regulate the PV voltage, whose reference is determined by the
MPPT algorithm, to continuously track the MPP and maximize the energy yield
during operation.

As the PV power is controlled by the dcedc converter, the role of dceac con-
version stage is to ensure that the extracted power is delivered to the ac grid.
One possible way to do so is to regulate the dc-link voltage, as the dc-link
voltage should be kept constant when the dc power and ac power is balanced.
By doing so, the output of the dc-link voltage controller will give a required
amplitude of the grid current jigj, according to the difference between the refer-
ence and the measured dc-link voltage. Then, the reference grid current i�g can
be obtained by multiplying the grid current amplitude jigj with sinqg, where qg is
the phase angle of the grid voltage provided by a Phase-Locked Loop (PLL).
The control structure of the grid-connected PV system can be summarized as
shown in Fig. 6.9.
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System configuration of a two-stage, single-phase, grid-connected photovoltaic system.
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4.3 MAXIMUM POWER POINT TRACKING ALGORITHMS
In PV systems, one main consideration is the efficiency of the power production of
the system. It is desirable that the PV systems deliver the maximum available power
to the grid all the time because of the fact that PV modules have relatively low con-
version efficiency [49e51]. Therefore, in most cases, it is required for PV systems to
operate at the maximum power point. As shown in Fig. 6.10A and B, the MPP of the
PVarrays varies with the environmental conditions. To maximize the power produc-
tion of PV systems, maximum power point tracking algorithm, which continuously
tracks the MPP during operation, is essential.

Several MPPT algorithms have been proposed, among which the Perturb and
Observe (P&O) algorithm is the most widely used method because of its simplicity
[52,53]. In this control algorithm, the operating voltage of the PVarrays vpv is “per-
turbed” intentionally and then the corresponding change in the output power of the
PV arrays is “observed” to determine the direction of the next perturbation. If a
perturbation of vpv leads to an increase of the PVoutput power Ppv, the next pertur-
bation should be continued in the same direction. Otherwise, if the change of the vpv
results in a decrease of the Ppv, the perturbation should reverse the direction. An
operational principle of the P&O MPPT algorithm is demonstrated in Fig. 6.11,
where the initial operating point of the PV system is higher than the MPP (i.e., point
A). When the operating point is perturbed from point A/ B, the change in the PV
power is positive. Thus, the next perturbation is continued in the same direction (i.e.,

(A)

(B)

FIGURE 6.9

Control structure of a two-stage, single-phase, grid-connected photovoltaic system:

(A) dcedc converter controller and (B) dceac inverter controller. APC, active power

control; MPPT, maximum power point tracking; PI, proportional integral; PLL, Phase-

locked loop; PR, proportional resonant; PWM, pulse width modulation.

218 CHAPTER 6 Flexible Power Control of Photovoltaic Systems



B / C). However, when the perturbation of the operating point results in a decrease
in the PV power (i.e., C / D), the perturbation direction should be reserved in the
next iteration.

By doing so, the operating point of the PV system will reach and oscillate around
the MPP. This power oscillation is one of the main drawbacks of the P&O MPPT
algorithm, which results in the power losses during steady-state operation. In addi-
tion, the conventional P&O MPPT algorithm is also reported to have poor tracking
performance under rapid change environmental conditions, as it is an iteration-based
algorithm. Different methods to enhance the P&O MPPT algorithm performance
have been proposed. For example, a variable step size can be used to improve dy-
namic performance of the algorithm. In the study by Serra et al. [54], an extra mea-
surement point between each perturbation is used to reduce the error in the PV power
change detection during a fast-changing environmental condition. Nevertheless,
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these solutions may introduce more complexity of the algorithm and may reduce the
control robustness. As a consequence, the conventional P&OMPPTalgorithm is still
being widely adopted MPPT algorithm in industry.

5. FLEXIBLE ACTIVE POWER CONTROL OF PV SYSTEMS
In this section, the realization of the flexible active power control strategies by modi-
fying MPPT algorithms is discussed. Following the control structure in Fig. 6.9, the
active power control strategy is implemented in the dcedc converter. This is
achieved by determining an appropriate reference PV voltage v�pv for a certain active
power control strategy (e.g., PLC, PRRC, PRC), which will be discussed in the
following section.

5.1 POWER-LIMITING CONTROL ALGORITHM
For the PLC strategy, the PV system is not allowed to deliver the output power
higher than the power limit value Plimit. This condition can be easily fulfilled as
long as the available PV power is less than the power limit value (i.e.,
Pavai � Plimit), which usually occurs during the low solar irradiance condition. In
that case, the typical MPPT operation is employed, where the reference PV voltage
v�pv is set from the MPPT algorithm (e.g., P&O MPPT), to allow the PV system to
inject the maximum available power to the grid (i.e., A/B in Fig. 6.12). However,
once the available PV power is reaching and exceeding the level of power limit (i.e.,
Pavai > Plimit), e.g., because of the solar irradiance level increase, the operating point
of the PV system in the PeV curve needs to be regulated below the MPP. More spe-
cifically, to keep the PV power to be constant at a certain value, the operating point
of the PV system has to be regulated along the horizontal line during the solar
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irradiance change (i.e., B / C in Fig. 6.12) [55,56]. This can be achieved by contin-
uously perturbing the reference PV voltage v�pv toward the left side of the MPP, i.e.,
Ppv ¼ Plimit, as illustrated in Fig. 6.12.

Fig. 6.13 demonstrates an example of the PLC operation during the day, where
the power limit level Plimit is chosen as 1.5 kW. Here, two different cases are consid-
ered where the PV system operates under a clear-day condition in Fig. 6.13A and
under a cloudy-day condition in Fig. 6.13B. It can be clearly seen in Fig. 6.13A
that the PVoutput power follows the maximum available power during the low solar
irradiance condition (i.e., Pavai � Plimit), while it is kept constant at the set-point
once the available PV power exceeds the power limit level (i.e., Pavai > Plimit). Simi-
larly, the PLC condition is also achieved during the fluctuating solar irradiance con-
dition in Fig. 6.13B. In this case, the operating mode is switched between the MPPT
and the PLC depending on the solar irradiance condition. In any case, the maximum
PV power injection can be limited according to the set-point and the PLC require-
ment is fulfilled.

5.2 POWER RAMP-RATE CONTROL ALGORITHM
In the case of the PRRC, the goal of this control strategy is to regulate the change
rate of the PV power to a certain limit R�

r , instead of an absolute PV power like
in the PLC strategy. Therefore, the criterion to reduce (or curtail) the PV power is
coming from the change rate of the PV power, which can be calculated as

RrðtÞ ¼ dPpv=dt

As long as the change rate in the PV power is below the maximum limit (i.e.,
Rr(t) � R�

r ), the PV system is allowed to operate in the MPPT operation, because
the power ramp-rate constraint is fulfilled (i.e., A/ B in Fig. 6.14). Nevertheless,
during a fast increase in the solar irradiance condition (e.g., from 700 to 1000 W/
m2), the PV power change rate can exceed the maximum limit and violate the power
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Photovoltaic output power with the Power-Limiting Control (PLC) strategy under: (A) a

clear-day and (B) a cloudy-day irradiance conditions (with an accelerated test to reduce

the testing time from 24 h to 24 min), where the power limit level Plimit is 1.5 kW.

5. Flexible Active Power Control of PV Systems 221



ramp-rate constraint (i.e., Rr(t) > R�
r ). In that case, the extracted PV power needs to

be reduced to regulate the change rate of the PV power [57]. This can be achieved by
perturbing the PV voltage v�pv toward the left side of the MPP until the PV power
change rate is equal to the set-point (i.e., Rr(t) ¼ R�

r ), as illustrated in Fig. 6.14.
The performance of the PV system with the PRRC strategy is demonstrated in

Fig. 6.15A with a clear-day solar irradiance and ambient temperature condition.
The available power and the extracted PV power with the PRRC algorithm are
shown in Fig. 6.15A, where it can be seen that the PV power follows a ramp chang-
ing manner. The corresponding power ramp-rate with the PRRC strategy is shown in
Fig. 6.16A, which verifies that the change rate of the PV power is kept below the
maximum limit (i.e., Rr(t) � R�

r ). Another experimental result with a fluctuating so-
lar irradiance (e.g., during a cloudy day) is shown in Fig. 6.15B. In this case, it is
more challenging to control the change rate of the PV power because of the rapid
change in solar irradiance condition. It can be seen from the ramp-rate result in
Fig. 6.16B that the change rate of the PV power can be limited according to the refer-
ence in most cases. The PV power ramp-rate limit is only exceeded during very fast
transients, whereas the PRRC algorithm requires a number of iterations to reduce the
PV power change rate according to the set-point R�

r . Nevertheless, the experimental
results have confirmed that the PRRC algorithm can effectively control the change
rate in the PV power according to the demand.

5.3 POWER RESERVE CONTROL ALGORITHM
The idea of the PRC is to keep the PVoutput power follow the available PV power
dynamic with the power difference corresponding to the amount of power reserve
DP [58,59]. The basic concept of this operation can be expressed as

Ppv ¼ Pavai � DP
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where Pavai is the available PV power, Ppv is the PVoutput power, and DP is the po-
wer reserve level. By doing so, the PV system will be able to support the active po-
wer to the grid during the operation with the maximum value corresponding to the
power reserve level DP.

Actually, the PRC strategy can be seen as a special case of the PLC strategy,
where the set-point Plimit is dynamically changed during the operation to provide
a constant power reserve. The power limit level employed in the PRC strategy
can be calculated by subtracting the available PV power Pavai with the required
amount of power reserve as: Plimit ¼ Pavai � DP. Therefore, the key of the PRC strat-
egy is to determine (or estimate) the available PV power during the operation. Once
the available PV power is known, a similar control algorithm as in (1) can be
employed to reduce the PV output power to a certain level of power limit.
Fig. 6.17 illustrates the operational principle of the PRC algorithm where it can
be seen that the extracted PV power from the PV system is always kept below the
MPP with a certain amount of power reserve.

FIGURE 6.15

Photovoltaic (PV) output power with the Power Ramp-Rate Control (PRRC) strategy under:

(A) a clear-day and (B) a cloudy-day irradiance conditions (with an accelerated test to

reduce the testing time from 24 h to 24 min), where the ramp-rate limit R�
r is 10 W/s.
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It is worth to mention that the challenge of the PRC strategy is the estimation of
the available PV power, which is needed for calculating the power limit set-point
during the operation. There are several approaches proposed in literature to estimate
the available PV power:

• Installing solar irradiance measurement or using solar irradiance forecasting data
together with the PV array characteristic model [60,61].

• Using curve-fitting approximation of the PeV characteristic [58,62,63].
• Employing a small PV unit to operate in the MPPT mode and use the output

power for estimating the total available power of the whole system (assuming
that the solar irradiance level is similar for all the PV arrays in the system)
[26,59].

• Employing a hybrid operation between the MPPT and the PRC mode in one
single PV system [64]

There is a trade-off in terms of cost, complexity, and accuracy among different
approaches. The comparison of different approach is beyond the scope of this chap-
ter. Therefore, it will not be discussed here. More detailed analysis can be found in
the studies by Sangwongwanich et al. [59,64].

An example of the PV system with the PRC strategy is shown in Fig. 6.18A and
B, where the power reserve level is chosen as 200 W. It can be seen from the results
in Fig. 6.18A and B that the extracted PV power follows the dynamic in the available
PV power with the reduced amount corresponding to the power reserve level once
the PRC strategy is activated. Accordingly, the power reserve can be achieved as
shown in Fig. 6.19. Notably, the fluctuation in the power reserve during the
cloudy-day condition in Fig. 6.19B is because of the fluctuating solar irradiance con-
dition. In that case, the sampling rate of the control algorithm needs to be increased,
to improve the dynamic of the PRC algorithm. Nevertheless, the PRC algorithm is
effective in terms of providing the power reserve following the demand.
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6. SUMMARY
In this chapter, the demands for flexible active power control solution have been dis-
cussed. Potential problems associated with a large-scale grid integration of PV sys-
tems, such as overloading of the grid, voltage fluctuation, and limited frequency
regulation capability, have been presented. To address those issues, the power deliv-
ery from PV systems has to be flexible in terms of limiting the maximum feed-in
power, limiting the change rate of the PV power, and providing power reserve during
the operation. Accordingly, three active power control functionalities: PLC, PRRC,
and PRC have been defined in the grid regulations. Among other approaches to
achieve these requirements, modifying the inherent MPPT control algorithm of
the power converter offers a cost-effective solution in terms of no extra component
cost. This approach achieves the flexible power control by continuously regulating
the operating point of the PV system below the MPP following the demand of the
active power control functionality. The operational principle of three flexible power
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control strategies (i.e., PLC, PRRC, and PRC) have been demonstrated on a two-
stage grid-connected PV system, where the flexible power control solutions are
achieved upon demands. In this way, “grid-friendly” integrations can be ensured,
and the above technical challenges caused by the intermittency of solar energy
can be resolved.
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1. INTRODUCTION
The cumulative global photovoltaic (PV) capacity has been growing exponentially
in the last decade around the world and will continue growing in the future. In
2015 the total additional installed PV power was about 50.7 GW and the globally
installed total PV capacity is estimated at roughly 228 GW at the end of that year
[1]. The top three markets in 2015 were located in Asia: China and Japan followed
by Europe as a whole and the US market in the third place. Moreover, grid-
connected PV systems (GCPVSs) are able to cover 1.2% of the global electricity de-
mand nowadays. As a result of this trend, PV energy production will play a very
important role in the global generation of electricity in the future.

On the other hand, while the energy price has been increasing worldwide, PV sys-
tem prices have shown an important cost reduction. PV generation costs and more
precisely recently contracted power purchase agreements below 3 USD cents/kWh
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have been achieved in 2016, as it can be seen in Fig. 7.1, where the prices correspond
to year 2016. As a result of the energy price evolution, most developed countries are
entering or in training to achieve the grid parity scenario, when the PV systems can
produce electricity at the same or lower price than the price of electricity generated
by conventional sources. However, still important efforts remain to be done in terms
of cost, performance, and reliability of PV systems, together with lowering the
perceived risk of owning and maintaining PV generation plants.

In this context, an important issue within the next few years will be the develop-
ment of automatic supervision strategies for PV systems that are already requested.
Control and supervision systems are always present in big PV plants because the
cost associated with the supervision system is not relevant in comparison with the total
cost of the PV plant. Normally, monitoring, control, and supervision plants are devel-
oped by using SCADA1 platforms. However, automatic supervision of PV systems
will be also incorporated in small- and medium-size PV systems in the near future.

2. PERFORMANCE PARAMETERS OF PHOTOVOLTAIC
SYSTEMS: YIELDS AND POWER LOSSES

The aim of any automatic supervision system of GCPVSs is to improve the PV sys-
tem performance and reliability by optimizing the output of the system to achieve
higher yields. Standard methods for performance analysis of GCPVSs take into ac-
count some normalized system yields and losses [2,3].

FIGURE 7.1

PV cost reduction in 2016.

1SCADA: Supervisory Control and Data Acquisition.
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Four performance parameters established by the International Energy Agency
(IEA) Photovoltaic Power System Program and described in the IEC standard
61724 define the overall system performance with respect to the energy production
[4], solar resources, rated power, and overall effect of system losses. These perfor-
mance parameters are, namely, the reference yield (Yr), array yield (Ya), final yield
(Yf), and finally the performance ratio (PR). These parameters are given by the
following equations:

Yr ¼
RDt
0 GðtÞdt
Gref

(7.1)

where Gref is the irradiance at standard test conditions (STCs), 1000 W/m2 spectrum
Air mass 1.5 (AM1.5), and G is the measured irradiance.

Ya ¼
RDt
0 EdcðtÞdt

Po
(7.2)

Yf ¼
RDt
0 EacðtÞdt

Po
(7.3)

where Edc and Eac are the generated energy at the DC and AC sides, respectively, of
the PV system and Po is the nominal power of the PV array.

The PR is the ratio of the useful energy that would be generated by an ideal PV
system working at STC temperature, 25�C, and real irradiance conditions of work.
The PR can be evaluated as follows from Eqs. (7.1) and (7.3):

PR ¼ Yr
Yf

(7.4)

On the other hand, there are several sources of losses originated by different kind
of faults that can be present in a GCPVS. Table 7.1 presents a list of possible origins
of faults that may appear in a GCPVS. These faults are divided in terms of their ef-
fects in the PV system behavior. Faults can generate permanent energy losses or tem-
porary energy losses. The normalized total inherent losses in the PV system, L, can
be calculated by the following expression:

L ¼ YrðG; TCÞ � YaðG; TCÞ ¼ Hi

Gref
ðG; TcÞ � Edc

Po
ðG; TcÞ (7.5)

where Yr(G,Tc) and Ya(G,Tc) are the reference and array yields, respectively, at real
working irradiance, G, and real module temperature, Tc, and Hi is the total plane of
array irradiation in Wh/m2.

These losses can be divided into two groups, the first one associated with thermal
effects, LT, and the second one comprising the rest of possible effects that cause loss
of power, miscellaneous losses, LM, thus:

L ¼ LT þ LM (7.6)

2. Performance Parameters of Photovoltaic Systems 233



Table 7.1 List of Possible Faults and Their Origins That May Affect to the DC Side of the Photovoltaic (PV) System

Fault Type
Affected Components
of the PV System Possible Sources of Faults

Permanent power
losses

Degradation
[5,6]

Solar Cells
PV modules
Wiring
Contacts

• Deterioration of cells, cracks, hot spots
• Penetration of humidity, degradation of interconnections, corrosion
of cell’s connections

• Mismatch
• Shorted modules, reversed modules

Soiling
[7,8]

Solar cells
PV modules
PV array

• Waste, pollution, sand, snow, dust

Breakdown [6,9] Solar cells
PV modules
Monitoring sensors
Junction boxes Protection
diodes

• Torn or broken module
• Short circuit in electrical circuit
• Current surges due to lightning storms
• Absence or nonoperation of diodes
• Reverse diode’s polarity, faulty connection

Temporary power
losses

Shading [10,11] Solar cells
PV modules, strings and
array
Irradiance sensors

• Nearby obstacles: buildings, trees, chimneys, etc.
• Clouds

Grid outage
Islanding [12]

Cables
Inverters
PV array

• Faulty wiring
• Corrosion of connections and contacts
• Destruction of wires
• Disconnection of the inverter to prevent islanding

MPP-tracking
[10,13,14]

Inverters
DCeDC converters

• Internal error, aging of the component
• Temperature effects on the Inverters
• Defects in control or communication devices

Total blackout
[15,16]

PV strings
PV array

• Disconnection of wiring
• Activation of DC-protections (fuses, blocking diodes, etc.)
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Normalized thermal losses give the amount of power losses due to the rise of
temperature above 25�C. The thermal losses, LT, can be then determined by the
following expression:

LT ¼ YaðG; 25�CÞ � YaðG; TcÞ ¼ Edc

Po
ðG; 25�CÞ � Edc

Po
ðG; TcÞ (7.7)

where Ya(G,25
�C) is the normalized energy yield at real working irradiance and STC

temperature.

3. SUPERVISION AND DIAGNOSIS OF PHOTOVOLTAIC
SYSTEMS

Power generation from PV systems is variable in nature due to changes in weather
conditions such as solar irradiance, wind, temperature, and other factors. Thus moni-
toring or forecast of climatic data is essential in the supervision of PV plants.

In PV applications, the supervision systems can be divided into two groups:
distributed and centralized supervision systems. In the distributed systems, the su-
pervision system is installed at the PV plant location, whereas centralized supervi-
sion systems are based on a remote supervision of the PV system.

Distributed supervision systems include complex monitoring systems and
software tools. In this case the cost is not a limitation because these systems
are to be applied in big PV generation plants or industrial applications. However,
most inverter manufacturers include several monitoring, communications, and
specific supervision capabilities that can be used in commercial or residential ap-
plications at relatively low costs. Normally, in this kind of low-cost supervision
systems, the supervision is just based on the analysis of the energy output or
the evaluation of the yields. Therefore, these modest monitoring systems are
not able to make a good diagnosis and evaluation of possible failures in the
photovoltaic system but can detect when the system is working below its opti-
mum performance.

On the other hand, centralized supervision systems are developed for residential
and building-integrated PV (BIPV) systems or commercial applications. These su-
pervision systems minimize the monitoring system at the PV site to reduce the costs.
Moreover, the hardware and software needed for the supervision tools are central-
ized and shared by several PV systems. The communication between the central su-
pervision site and the remote PV systems can be based on the Internet, Ethernet, or
Wi-Fi communications, among others. At the supervision site, the PV system perfor-
mance is evaluated and a basic diagnostic is applied to generate malfunction alarms
to be sent to the PV system owners.

The PV energy generation prediction can be based on the forecasting of the
global horizontal irradiance and ambient temperature as well as the PV system
configuration. Therefore, on-site monitoring is not required and additional cost
reduction can be achieved while maintaining a good degree of monitoring accuracy.
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Some centralized supervision systems use as input data satellite monitoring data or
weather forecast data [17e19] for the site where the PV system under supervision is
located to evaluate the expected energy production and yields. Moreover, for very
short-term forecasts, stochastic learning techniques and artificial intelligence
methods can be applied [20e23]. Satellite images [24] or local ground measure-
ments of cloud speed [25] can also be used to analyze cloud motion vectors for
forecasting.

The best accuracy in the supervision and diagnosis of PV systems is achieved by
using real monitored data in combination with specific software tools in both
centralized and distributed supervision systems. The monitored data can be grouped
in climatic and electrical parameters as shown in Table 7.2.

The most important climatic parameters are the plane of array (POA) irradiance
and the PV module temperature. Moreover, relative humidity, barometric pressure,
and wind speed also affect the behavior of PV modules and can be included in the
monitoring system.

Regarding the electrical parameters, voltages, currents, and power must be moni-
tored at both DC and AC sides of the PV system. It is also important to measure the
frequency, power factor, and total harmonic distortion (THD) at the output of the in-
verters in GCPVSs.

Specific sensors together with data acquisition systems or data loggers can be
used for monitoring both electrical and climatic parameters. However, nowadays
most inverters include inputs for irradiance and temperature sensors and internal
hardware to measure all electrical parameters at its input (DC) and output (AC)
and for maximum power point tracking (MPPT) evolution. Moreover, most inverters
also include storage capabilities and communication interfaces: Ethernet, RS-485,
RS-232, or wireless connection (Bluetooth, Wi-Fi, and GSM), to send the monitored
data to the supervision system.

Table 7.2 Main Parameters Included in the Monitoring System

Monitored Parameters
PV System
Components Sensors

Climatic
parameters

Irradiance in the PV
array plane
Module and ambient
temperature
Humidity
Wind speed
Barometric pressure

PV modules,
strings, and arrays

Pyranometers, reference
solar cells
Thermocouples, resistive
temperature sensors
Humidity sensors
Thermal wind sensors and
anemometers
Pressure sensors

Electrical
parameters

AC and DC: voltage,
Current and power
Frequency and
power factor (AC)

PV strings and
arrays
Inverters

Voltmeters
Ammeters, hall sensors, or
active-type CT
Power meters, power
analyzers
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The PV system supervision and diagnosis procedure has, as input data, the
set of climatic parameters obtained from the monitoring system or from fore-
casting techniques and the set of electrical parameters both DC and AC: current,
voltage, and power, normally given by the inverter present in the PV system.
Fig. 7.2 shows the flowchart of the supervision and diagnosis procedure. At the first
level, the supervision algorithm evaluates the behavior of the PV system taking
into account the input data. Once an abnormal behavior is observed, a fault is
detected in the PV system. At this point, the diagnosis algorithm starts running
and tries to identify the most probable cause of the fault detected by the supervi-
sion algorithm.

4. AUTOMATIC SUPERVISION STRATEGIES
As it has been described in the previous section, the supervision system is the pro-
cedure responsible to analyze the behavior of the PV system and detect any fault pre-
sent in the system. Different strategies to achieve this objective exist.

The simplest supervision procedure is based on the evaluation of the energy pro-
duced by the PV system by comparing the production of monitored and expected

FIGURE 7.2

Supervision and diagnosis procedure.
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energy over a given period of time, the daily or monthly evaluation [26e28]. For this
purpose, it is necessary to measure the energy produced by the PV system or the cor-
responding yield, Ya or Yf. The values of these yields can be calculated using Eqs.
(7.2) and (7.3) respectively, once the energy produced by the PV system has been
monitored and taking into account the nominal power of the PV array, Po. The ex-
pected value of the daily array yield, YaE, can be obtained from the following
equation:

YaE ¼ PSH Nsm Npm Im Vm

Po
(7.8)

where Nsm and Npm are the number of PV modules in series per string and strings
forming part of the PV array, respectively, and Im and Vm are the current
and voltage corresponding to the maximum power point of the PV modules at
real operating temperature, given by the manufacturer, respectively. It is consid-
ered in the equation that the inverter includes maximum power point tracking
(MPPT).

The parameter PSH (Peak Sun-Hours) in Eq. (7.8) refers to the solar daily irra-
diation that a particular location would receive under STC irradiance,
Gref ¼ 1000 W/m2 (AM1.5), for a number of PSH hours. This parameter is equiva-
lent to the reference yield, Yr, given by Eq. (7.1) evaluated for a day and it is usually
used in sizing PV systems:

PSH ¼
R 24
0 GðtÞdðtÞ

Gref
(7.9)

whereG(t) is the real profile of the irradiance along the 24 h of the day at the location
of the PV array.

On the other hand, the expected daily value of the field yield, YfE, is given by the
following equation:

YfE ¼ PSH Nsm Npm Im Vm h

Po
(7.10)

where h is the inverter efficiency.
The supervision system can estimate some kind of faults present in the PV sys-

tem when relevant differences between the expected and the measured yields are
observed. Small deviations between expected and measured yields could be associ-
ated with mismatch effects or ohmic losses present in the system [29]. Fig. 7.3 shows
the evolution of the expected and monitored array yields in a GCPVS sited in the
south of Spain along 15 days of July. As it can be seen in the figure, no relevant dis-
crepancies are observed between both yields. Therefore, the PV system is working
free of faults.

The supervision system can also be based on the analysis of the PR [30,31], pre-
viously defined in Section 2, that can be evaluated from Eq. (7.2) using Yr and Yf.

238 CHAPTER 7 Strategies for Fault Detection and Diagnosis



The expected final yield, YfE, can be evaluated from Eq. (7.10) and then the absolute
error on the PR is calculated as follows:

PRerror ¼ jPRmeasured � PRexpected j (7.11)

where PRmeasured results from the measured Yf, and PRexpected corresponds to YfE.
The supervision system will detect a fault present in the PV system if the value of

PRerror exceeds a fixed threshold.
Other supervision techniques are based on the analysis of the power losses pre-

sent in the PV system [32e34]. However, most supervision strategies presented in
the literature are based on the comparison of the monitored electrical parameters
of the PV system at the DC, AC, or both sides of the PV inverter with expected
values of these parameters obtained by means of simulation of several models of
the PV system in different software environments. Some of the most used PV sys-
tems models and simulation techniques are discussed in the following section.
The input data used in the simulations include both monitored climate variables
and PV system main characteristics: configuration of PV modules, main PV mod-
ules, and inverter parameters.

Intelligent systems based on artificial neural networks (ANNs), fuzzy systems, or
neuro-fuzzy networks have demonstrated great potential in the supervision of PV
systems and are able to localize and identify faults occurring in the PV array
[35e39]. The proposed techniques are based on the analysis of a set of attributes

FIGURE 7.3

Comparison between measured and expected array yields.
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such as currents, voltages, energy at the inverter outputs, and number of peaks pre-
sent on the IeV curve that can indicate the normal and the faulty operations. Other
methodologies for supervision of PV systems are based on the parameterization of
metadata and the quality control of PV power output data [40]. Moreover, remote
supervision and fault detection on OPC2-based monitoring of PV systems [41]
was carried out by using indicators of voltage and current as key parameters of
the supervision algorithm [42,43].

5. MODELING AND SIMULATION OF PHOTOVOLTAIC
SYSTEMS

As it has been described in the previous section, the simulation of the PV system
behavior is the key for most supervision and diagnostic methods in automatic fault
detection of PV systems. The simulation results give information about the expected
evolution of main electrical output parameters of the PV system or try to reproduce
the IeV characteristic of PV modules and arrays in real conditions of work. There-
fore, these simulations are also useful for forecasting the energy produced by PV
systems.

The comparison of the results obtained in the simulations with the real measured
data obtained from the monitoring system allows the identification of malfunctions
in the PV system and the diagnostic of the most probable fault. For this purpose, it is
necessary to work with accurate models of the main GCPVS components such as PV
modules and inverters. Nowadays, a wide variety of software tools are available for
the simulation of PV systems [44]. These tools present different degrees of
complexity depending on the specific tasks that each tool has been developed for.
However, the accuracy of the simulation results depends primarily on the models
used. Some of the most used models in simulation of PV systems as well as several
software environments that can be used in the simulations of these models are intro-
duced in this section.

5.1 MODELING SOLAR CELLS, PHOTOVOLTAIC MODULES,
AND ARRAYS

One of the most used solar cell models is the one-diode model also known
as the five-parameter model. This model includes a combination of a photo-
generated controlled current source IPH, a diode, described by the single-
exponential Shockley equation [45], and a shunt resistance Rsh and a series
resistance Rs modeling the power losses. The equivalent circuit for this model is
given in Fig. 7.4.

2OPC is an interoperability standard for the secure and reliable exchange of data. It is platform inde-
pendent and ensures the seamless flow of information among multiple kinds of devices.
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The IeV characteristic of the solar cell is given by an implicit and nonlinear
equation as follows [46]:

I ¼ IPH � Io

0
B@e

�
VþRsI
nVt

�
� 1

1
CA�

�
V þ RsI

Rsh

�
(7.12)

where Io and n are the reverse saturation current and ideality factor of the diode,
respectively, and Vt is the thermal voltage.

The photo-generated current, IPH, can be evaluated for any arbitrary value of irra-
diance, G, and cell temperature, Tc, using the following equation:

IPH ¼ G

Gref
Isc þ kiðTc � Tref Þ (7.13)

where Gref and Tref are, respectively, the irradiance and cell temperature at STC, ki
(A/oC) is the temperature coefficient of the current, and Isc is the solar cell short-
circuit current at STC.

On the other hand, the reverse saturation current, Io, is given by the following
equation:

Io ¼ Isce

�
Ego
Vto

�Eg
Vt

�
�
e

�
Voc

n NsVto

�
� 1

�� Tc
Tref

�3

(7.14)

where Isc and Voc are the short-circuit current and the open-circuit voltage of solar
cell, respectively, Vto is the thermal voltage at STC, Eg is the energy bandgap of
the semiconductor, and Ego is the energy bandgap at T ¼ 0 K.

The value of the energy bandgap of the semiconductor at any cell temperature,
Tc, is given by:

Eg ¼ Ego � agap T2
c

bgapþ Tc
(7.15)

where agap and bgap are characteristic parameters of the semiconductor.

FIGURE 7.4

An equivalent circuit representing the five-parameter model of the solar cell.
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There are simplified versions of this model. The simplest one includes only the
controlled current source giving the photo-generated current and the diode: the
three-parameter model [47]. These parameters are IPH, Io, and n. Moreover, because
the shunt resistance, Rsh, included in the five-parameter model normally has a very
high value, it can be neglected and the power losses are then just modeled by Rs. This
model is called the four-parameter model [48]. As mentioned above, the most
commonly used is the five-parameter model; however, the three- and four-
parameter models can achieve similar or better accuracies in some cases [49].

Commercial PV modules are composed by association of solar cells in series
forming a branch and in some cases also include several branches in parallel connec-
tion. Considering Ns solar cells in series in each branch, and a number of Np branches
for a PV module, Eq. (7.12) can be conveniently scaled to obtain a similar equation
for the IeV characteristic of a PV module, taking into account the following equa-
tions [46,49,50]:

Im ¼ Np I (7.16)

Vm ¼ Ns V (7.17)

Rsm ¼ Ns

Np
Rs (7.18)

Rshm ¼ Ns

Np
Rsh (7.19)

where parameters with subscript m stands for the PV module.
The same procedure can be applied to scale up the model of the PV module to the

model of a PVarray by taking into account the number of PV modules connected in
series by string, Nsm, and the number of parallel strings in the PVarray,Npm [46]. The
coordinates of the MPP of a PVarray, Img and Vmg, of arbitrary series-parallel, Nsm x
Npm, connection of PV modules can be calculated for any condition of G and Tc us-
ing the following equations that include parameters of the PV modules forming the
PV array [46]:

Img ¼ Npm

�
Imm
1000

Gþ
�
dIscm
dT

�
ðTc � Tref Þ

�
(7.20)

Vmg ¼ Nsm

 
NsVT ln

 
1þ Iscm � Imm

Iscm

 
e

Vocm
NsVT � 1

!!
� ImmRsm

!
(7.21)

where Iscm and Vocm are the short-circuit current and open-circuit voltage of the PV
modules included in the array, respectively.

On the other hand, the ambient air temperature, Tair, can be used to find the oper-
ating PV module temperature, Tc, at any irradiance conditions using the following
equation [51]:

Tc ¼ Tair þ NOCT � 20

800
G (7.22)
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where NOCT is the normal operating cell temperature (800 W/m2 solar irradiance
and 20�C air temperature) and G is the actual irradiance.

Another PVarray model that was experimentally validated with success and has
been used by several authors in the literature is the Sandia Array Performance Model
(SAPM). The SAPM model is an empirical model defined by the following equa-
tions [52,53].

The model uses the normalized irradiance, Ee, defined as follows:

Ee ¼ G

Gref
(7.23)

Then, the current and voltage of the MPP of the PV array, Img and Vmg, can be
calculated by using the following equations:

Img ¼ Npm

�
Impo

�
C0Ee þ C1E

2
e

�ð1þ aImpðTc � Tref ÞÞ
	

(7.24)

Vmg ¼ Nsm

h
Vmpo þ C2NsdðTcÞlnðEeÞ þ C3NsðdðTcÞlnðEeÞÞ2 þ bVmpEeðTc � Tref Þ

i
(7.25)

dðTcÞ ¼ nkðTc þ 273:15Þ
q

(7.26)

where Impo and Vmpo are the STC PV module current and voltage at the MPP; C0 and
C1 are empirically determined coefficients that relate Imp to the effective irradiance,
C0þC1¼1; aImp is the normalized temperature coefficient for Imp; C2 and C3 also
are empirical coefficients that relate Vmp to the effective irradiance; d(Tc) is the ther-
mal voltage per cell at temperature Tc; q is the elementary charge; k is the Boltz-
mann’s constant; and bVmp is the temperature coefficient for module Vmp at STC.

5.2 INVERTER MODEL
The inverters convert DC power from the PVarray on AC power that can be injected
into the grid or used to supply AC loads present in the system. The DC to AC con-
version efficiency, hinv, of the inverter is given by the following equation:

hinv ¼
EAC

EDC
¼
R
PACdtR
PDCdt

(7.27)

where PAC and EAC are the power and energy at the inverter output, respectively, and
EDC and PDC the energy and power at the inverter input, output of the PV array.

Several models can be found in the literature introducing different approaches to
estimate the energy conversion of inverters in GCPVSs [54,55]. A model that was
widely used proposed the following equation to estimate hinv by including electrical
losses of the device [56]:

hinv ¼
PAC=PNOM

PAC=PNOM þ
�
kO þ k1 ðPAC=PNOMÞ þ k2 ðPAC=PNOMÞ2

� (7.28)
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where K0, K1, and K2 are mathematical coefficients and PNOM is the nominal power
of the inverter.

Another empirical model useful in simulations of inverter for GCPVS applica-
tions was proposed by Sandia: the Sandia Inverter Performance Model (SIPM)
[57]. The inverter performance is characterized by the following equations:

PAC ¼


PACo

A� B
� CðA� BÞ

�
ðPDC � BÞ þ CðPDC � BÞ2 (7.29)

A ¼ PDCo½1þ C1ðVDC � VDCoÞ� (7.30)

B ¼ Pso½1þ C2ðVDC � VDCoÞ� (7.31)

C ¼ Co½1þ C3ðVDC � VDCoÞ� (7.32)

where VDC is the input voltage, PACo is the maximum AC-power rating of the
inverter at nominal operating condition, PDCo and VDCo are the DC-power and
DC-voltage levels, respectively, at which the AC-power rating is achieved at the
reference operating condition, Pso is the DC-power required to start the inversion
process, and Co, C1, C2, and C3 are empirical coefficients.

5.3 PARAMETER EXTRACTION TECHNIQUES
As discussed in the previous sections, the models of PV modules, arrays, and in-
verters used in the simulation of the PV system behavior include a set of several
model parameters. Some of the model parameters can be esteemed in the character-
ization process of PV modules and inverters. However, others are empirical param-
eters obtained by fitting techniques to experimental curves. To obtain accurate
simulation results, the estimation of the model parameters is crucial. Parameter
extraction techniques are used for this purpose. The parameter extraction techniques
evaluate the model parameters described in the previous sections, using measured
data of solar irradiance and module temperature together with DC and AC output
currents and voltages as inputs.

The parameter extraction techniques can be based on different optimization al-
gorithms applied to linear and nonlinear systems. These algorithms define objective
functions for optimization of fittings. One of the most widely used algorithms for
dealing with data-fitting applications is the LevenbergeMarquardt algorithm
(LMA) [29]. Bio-inspired methods based on the Genetic Algorithm (GA) [58], Par-
ticle Swarm Optimization (PSO) [59,60], Simulated Annealing (SA) [61], Harmony
Search (HS) [62], Pattern Search (PS) [63], Differential Evolution (DE) [64], and
Artificial Bee Colony (ABC) [65,66] have proven to be useful in modeling PV sys-
tems because of their good accuracy degree [67,68].

5.4 SIMULATION TOOLS
Several simulation tools and different computational environments are available for
the simulation of PV systems independently of the models used for this purpose. As
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it has been mentioned before, the accuracy of the simulation results depends primar-
ily on the models and the parameter extraction techniques used.

Modeling and simulation of PV systems can be achieved by using Pspice
[69]. Pspice is a circuit simulation and analysis tool for analog and mixed-
signal circuits integrated in the OrCAD package developed by Cadence. This
software tool has demonstrated to be very useful in the simulation of PV systems
[46,70e72].

LabVIEW System Design Software is a sophisticated tool widely applied in in-
struments control, embedded monitoring, and control systems as well as in data
acquisition and signal processing [73]. It has been extensively used in monitoring
applications of PV systems [74e77] and also in simulation of PV systems
[78,79]. ANFIS3 was also used as a base for modeling and simulation of PV systems
[80]. However, MATLAB is probably the most used software in this field
[34,41e44,81e86]. MATLAB is a powerful technical computing environment
that can be complemented by a wide set of associated toolboxes offered by Math-
works [87]. It allows the modeling and simulation of PV systems and components
as well as monitoring PV plants. Moreover, it can also be combined with the Simu-
link interface, which is a friendly modular graphical environment of simulation,
resulting in a very powerful modeling and simulation platform [68,88].

6. FAULT DETECTION PROCEDURES
Two of the most used automatic supervision and fault detection procedures are
described in this section. The first one is focused in the analysis of the losses present
in the PV system, while the second one is based on the evaluation of current and
voltage indicators to detect faults and also identify the most probable fault present
in the system.

6.1 AUTOMATIC SUPERVISION AND DIAGNOSIS BASED ON POWER
LOSSES ANALYSIS

As it has been discussed in Section 2, the supervision of the PV system can be based
on the continuous check of normalized total inherent losses, L, described in Eq.
(7.5). For this purpose, theoretical boundaries based on the standard deviation, d, ob-
tained from a statistical study of simulated losses, L_sim, given in case of clear sky
conditions, must be defined.

The simulation of the PV array, having the PV module parameters, the configu-
ration of the PVarray, and the measured irradiance and module temperature as input
data, gives the expected values of the yields and L_sim as the result. On the other
hand, the supervision algorithm evaluates the evolution of the real yields from

3Artificial neuro-fuzzy inference systems.
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climatic data and electrical parameters obtained from the monitoring system and cal-
culates the actual value of the real losses, L_meas.

When the PV system is in normal operation (absence of faults), the measured los-
ses remain into the theoretical boundaries given by the following equation:

L sim� 2d < L meas < L simþ 2d (7.33)

When the measured capture losses are above or below the theoretical boundaries,
a fault is detected in the PV system. Fig. 7.5 shows the fault detection algorithm
based on the power loss analysis.

The fault diagnosis procedure starts when some fault is detected. The flowchart
of this procedure is given in Fig. 7.6. To isolate malfunctions detected and determine
the most probable fault type, two indicators of the deviation of the DC variables with
respect to the simulated ones are evaluated. These indicators are the current, Rc, and
voltage, Rv, ratios given by the following equations [34]:

Rc ¼ Idc sim

Idc meas
(7.34)

Rv ¼ Vdc sim

Vdc meas
(7.35)

FIGURE 7.5

Fault detection algorithm based on power loss analysis.
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where Idc_sim and Idc_meas are the simulated and measured DC output current, respec-
tively, and Vdc_sim and Vdc_meas are the simulated and measured DC output voltages
of the PV system.

The evaluation of the simulated and measured losses, as well as the current and
voltage ratios, can be carried out practically in real time. This diagnostic procedure
was experimentally validated in several GCPVSs [30,34,89,90]. As it can be seen in
Fig. 7.6, several faults can be identified: inverter disconnection, partial shadowing
operation, short circuits in a PV module forming part of a string, and disconnection
of some strings of the PV array.

6.2 SUPERVISION AND DIAGNOSIS BASED ON CURRENT
AND VOLTAGE INDICATORS

A second approach for the supervision and diagnosis of PV system based on current
and voltage indicators is presented in this section. This procedure is not focused on
the system losses but uses two indicators of current, NRc, and voltage, NRV, similar
to the current and voltage ratios presented in Eqs. (7.34) and (7.35) [42]:

NRc ¼ Im
Isc

(7.36)

NRV ¼ Vm

Voc
(7.37)

FIGURE 7.6

Diagnosis algorithm based on power loss analysis.
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where Vm and Im are the voltage and current of the MPP at the DC output of the PV
generator, respectively, and Isc and Voc the short-circuit current and open-circuit
voltage of the PV array, respectively.

Most inverters incorporate, nowadays, inputs for sensors of irradiance and tem-
perature. Therefore, these indicators could be calculated by the inverter itself from
the MPP coordinates available at the inverter input, and the values of Isc and Voc, of
arbitrary series-parallel: Nsm � Npm, connection of PV modules, obtained for
actual conditions of irradiance, G, and temperature, Tc, in real time [46]:

Isc ¼ Npm

�
Iscmr

1000
Gþ

�
dIscm

dT

�
ðTc� Tref Þ

�
(7.38)

Voc ¼ Nsm

�
Vocmr þ

�
dVocm

dT

�
ðTc� Tref Þ þ Vt ln

�
Iscm

Iscmr

��
(7.39)

where Vocm and Iscm are the open-circuit voltage and short-circuit current of a PV
module forming part of the array at STC.

The indicators, NRco and NRvo, the expected values of NRc and NRv, in normal
operation of the PV system (absence of faults) are given by:

NRco ¼ Imo
Isc

(7.40)

NRvo ¼ Vmo

Voc
(7.41)

where the coordinates of the MPP of the PV array, Imo and Vmo, are given by Eqs.
(7.20) and (7.21), respectively.

The definition of thresholds for current, TNRcfs, and voltage, TNRvbm, allows
detecting both short and open circuits in the PVarray. These thresholds were defined
by the following equations [42]:

TNRcfs ¼ 1:02 a NRco (7.42)

TNRvbm ¼ 1:02 b NRvo (7.43)

where a and b are the relationship between the ratios of current in the case of one
faulty string and fault-free operation and the ratio between the voltage ratios in
the case of one bypassed PV module and fault-free operation, respectively, given
by Eqs. (7.7) and (7.8). On the other hand, the constant included in Eqs. (7.42)
and (7.43) was fixed by means of statistical procedures to avoid false fault detections
as an offset of 2% with respect the NRco and NRvo values.

The parameters a and b depend only on the number of PV modules forming the
array and on the PV array configuration, Nsm x Npm [42,43]:

a ¼ 1� 1

Npm
(7.44)

b ¼ 1� 1

Nsm
(7.45)
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When some fault appears in the PV array, the output current and/or the output
voltage are reduced. The overall decrease in the output voltage depends on the num-
ber of short-circuited PV modules or the number of bypass diodes activated in the
PV modules that form the PV array. Moreover, the number of equivalent bypassed
modules, BPmod, present on the PV array is estimated as follows [41]:

BP mod ¼ Nsm

�
1� NRv

NRvo

�
(7.46)

On the other hand it is possible to estimate the equivalent number of faulty
strings, Efs, in the PV array when a decrease in output current is observed using
the following equation [41]:

Efs ¼ Npm

�
1� NRc

NRco

�
(7.47)

In normal operation of the PV system the values of the indicators NRc and NRv
should be very close to the values of NRco and NRvo given by Eqs. (40) and (41) and
maintain their values over specific thresholds. When one of the values of the indica-
tors, NRc or NRv, is below its defined threshold, TNRcfs and TNRvbm, Eqs. (42) and
(43), the supervision system detects a fault in the PV array. The diagnostic of the
most probable fault present in the PV system is then evaluated as shown in Table 7.3
based on the values of the ratios NRc and NRv.

The proportion of DC power losses due to the presence of faults in the PV array,
Ploss, is also evaluated by the automatic supervision procedure using the following
equation:

Ploss ¼
�
1� NRc

NRco

NRv

NRvo

�
(7.48)

The supervision and fault detection procedure presented in this section has
demonstrated to be effective in several real applications presented in the literature
[41e43,91,92]. Main advantages of this procedure are that it can be implemented

Table 7.3 Possible Faults Detected Based on the Values of NRc and NRv

Possible Fault NRc NRv

No fault
Normal Operation

Over threshold Over threshold

Faulty string Below threshold Over threshold

Bypassed modules in a
string

Over threshold Below threshold

Other faults:
Partial shadow, inverter
disconnection soiling, grid
fault, etc.

Below threshold Below threshold
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by the inverter itself offering the evaluation of the PV system in real time, and it is
not necessary to involve complex simulation models to make the supervision and
diagnostic of the system.

7. CONCLUSION
Main strategies for automatic supervision, fault detection, and diagnosis of PV sys-
tems were presented in this chapter.

The simplest supervision procedure is based on the evaluation of the energy pro-
duced by the PV system by comparing the production of monitored and expected
energy over a given period. This evaluation is based on the analysis of the PR and
yields. The efficiency of this supervision technique in the detection of faults present
in the PV system is moderate. However, this procedure is one of the most used
because it is able to detect faults that result in relevant decrease in energy harvesting.
Moreover, the implementation of these kinds of supervision systems is not very
expensive. Nevertheless, the accuracy in the detection of faults depends primarily
on the accuracy of the models and simulation tools used to estimate the expected
values of the PR and yields.

The diagnosis techniques are focused on the identification of the most probable
fault present in the PV system once a fault was detected. Two diagnosis procedures
were presented in this chapter: the first one is based on the power losses analysis, and
the second one is based on current and voltage indicators. Both techniques have
shown good results and high efficiency in the identification of faults in several
real PV systems including different PV module technologies, PV system sizes,
and several configurations of inverters present in the system. However, the diagnosis
based on the current and voltage indicators is more efficient and offers more infor-
mation about the origin and the amount of power losses associated with present
faults in the PV system. The accuracy of this method in the detection of faults is
directly related to the definition of thresholds for current, TNRcfs, and voltage,
TNRvbm. A previous study of the PV system behavior is needed by using statistical
procedures to establish a limit of false fault detections. A good commitment between
the accuracy in the detection of faults and the probability of false fault detection can
be achieved by means of this statistical study and the offsets defined for the NRco
and NRvo values.
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May 2011, pp. 2985e2992.

[8] F. Touati, M.A. Al-Hitmi, Noor Alam Chowdhury, Jehan Abu Hamad, Antonio
J.R. San Pedro Gonzales, Investigation of solar PV performance under Doha weather
using a customized measurement and monitoring system, Renew. Energy 89 (2016)
564e577.

[9] A.Z. Bradley, J. Kopchick, B. Hamzavy, Quantifying PV module defects in the service
environment, in: Photovoltaic Specialist Conference (PVSC), 2015 IEEE 42nd, IEEE,
June 2015, pp. 1e3.

[10] H. Patel, V. Agarwal, Maximum power point tracking scheme for PV systems operating
under partially shaded conditions, IEEE Trans. Ind. Electron. 55 (2008) 1689e1698.

[11] K. Lappalainen, S. Valkealahti, Effects of PV array layout, electrical configuration and
geographic orientation on mismatch losses caused by moving clouds, Sol. Energy 144
(2017) 548e555.

[12] A. Pigazo, M. Liserre, R.A. Mastromauro, V.M. Moreno, A. Dell’Aquila, Wavelet-
based Islanding detection in grid-connected PV systems, IEEE Trans. Ind. Electron.
56 (2009) 4445e4455.

[13] M. Chen, S. Ma, J. Wu, L. Huang, Analysis of MPPT failure and development of an
augmented nonlinear controller for MPPTof photovoltaic systems under partial shading
conditions, Appl. Sci. 7 (1) (2017) 95.

[14] R.E. Hanitsch, D. Schulz, U. Siegfried, Shading effects on output power of grid con-
nected photovoltaic generator systems, Renew. Energy 93 (2001) 9.

[15] M. Kesraoui, A. Lazizi, A. Chaib, Grid connected solar PV system: modeling, simula-
tion and experimental tests, Energy Procedia 95 (2016) 181e188.

[16] S. Krithiga, N.A. Gounden, Investigations of an improved PV system topology using
multilevel boost converter and line commutated inverter with solutions to grid issues,
Simul. Model. Pract. Theory 42 (2014) 147e159.

[17] E. Lorenz, J. Hurka, D. Heinemann, H.G. Beyer, Irradiance forecasting for the power
prediction of grid-connected photovoltaic systems, IEEE J. Sel. Top. Appl. Earth
Observ. Remote Sens. 2 (1) (2009) 2e10.

[18] E. Lorenz, T. Scheidsteger, J. Hurka, D. Heinemann, C. Kurz, Regional PV power pre-
diction for improved grid integration, Prog. Photovoltaics Res. Appl. 19 (7) (2011)
757e771.

References 251
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Nomenclature

CR Capacity battery (Amp-h)
GSTC Solar radiation under standard test condition (kWh/m2)
IB Battery current (A)
IphSTC Photo current in standard test condition (A)
K3 Current driver (A)
NOCT Normal operating cell temperature (�K)
STC Standard Test Condition
TA PV cell temperature (�K)
TSTC Ambient temperature under standard test condition (�K)
VOCSTC Open circuit voltage (V)
VT Terminal voltage of PV modules (V)
X0
d Transient d-axis reactance

X00
d Subtransient d-axis reactances

X00
q Subtransient q-axis reactances

Xd Synchronous d-axis reactance
Xq Synchronous q-axis reactance
aSC Temperature coefficient for short circuit current (A/�K)
bSC Open voltage temperature coefficient (V/�K)

1. INTRODUCTION
Renewable energy sources have been used extensively in the past decade to sup-
plement power production for commercial and residential applications and to
reduce greenhouse gases in the globe. These renewable energy sources include
solar photovoltaic (PV), solar thermal, wind, geothermal, tide, etc. The choice
of renewable energy source(s) depends on the climate and environmental condi-
tions of a country. The renewable energy source(s) can be connected to the grid of
the utility company or off the grid. Many countries have laws and regulations that
manage the connection of the renewable energy system to the grid. Some coun-
tries offer incentives to their residences to encourage them to install renewable
energy systems and other countries buy excess produced energy from their
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customers at lower prices compared with what they pay for any consumption
from the grid. Renewable energy systems that are connected off-grid require sup-
plement energy sources to enable continuous supply of power to the premises.
The supplement sources could be either another renewable energy source com-
bined with storage energy subsystem and/or a diesel generator (DG). Available
storage energy systems in the market differ depending on the used renewable en-
ergy source [1]. Batteries in all kinds are mainly used to store energy for PV and
wind energy systems [2]. Different kinds of fluids are also used to store energy for
concentrated solar power (CSP) systems that are also known solar thermal systems
[3]. Other energy storage subsystems such as hydrosystems [4], supercapacitors
[5], and fuel cells [6] are also used to store energy produced by renewable energy
sources.

In this chapter, hybrid PV solar energy systems are investigated for off-grid
applications. These systems are constructed from PV solar panels, batteries
bank, and a DG. The sizing of these renewable energy systems is done for
different loads in Tunisia using particle swarm optimization (PSO) algorithm.
Optimal sizing of each part of this hybrid renewable energy systems is achieved.
The optimization process criterion for these systems is either lower overall sys-
tem cost or lower CO2 emission of the system. The main source of pollution in
the hybrid energy system is the DG. The optimal depth of discharge (dod) value
of the batteries bank is also investigated for both conditions of lower cost of the
renewable energy system and for lower pollution emission. Energy management
of the hybrid renewable energy system is also studied and different proposals
are discussed. These proposals are introduced to avoid blackouts that may result
when switching the DG ON when the load power requirement is not satisfied by
available energy of the PV subsystem and batteries bank. Blackouts typically occur
because of an amount of time needed by the DG to reach steady-state power level
after it is turned ON. Thus, the DG must be turned ON before the batteries bank
dod reaches the set value, which is typically 80% [7]. This condition will allow
the DG to stabilize before the batteries stored charge reaches the depleted level
of 80%.

2. HYBRID RENEWABLE ENERGY SYSTEM MODELING
Fig. 8.1 shows a general block diagram of a hybrid renewable energy system. The
main parts used in the system include PV panels, batteries bank, and a DG. Each
part of the hybrid energy system is modeled and analyzed in this section. A two-
diode nonlinear model that depends on solar irradiation and ambient temperature
is used to characterize the PV cells. The battery model includes the dod param-
eter, which is used to characterize the status of charge of the battery. The dod
parameter is used to control turning ON/OFF the DG. The DG model comprises
a diesel engine (DE), a synchronous generator, and an excitation subsystem
model.
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2.1 PHOTOVOLTAIC CELL MODEL
Fig. 8.2 illustrates the block diagram of the two-diode nonlinear circuit used to
model the solar PV cell. The PV panel output voltage and power are related through
the following equation [8]:

Ppv ¼ Icell � Vpv (8.1)

where Vpv is the panel output voltage that is usually connected to the DC bus and Icell
is given by:

Icell ¼ Iph � I01�
�
exp

��
Vcell þ Icell � Rs

a1 � VT1

�
� 1

��

�I02 �
�
exp

�
Vcell þ Icell � Rs

a2 � VT2

�
� 1

�
�
�
Vcell þ Icell � Rs

Rp

� (8.2)

FIGURE 8.1

Block diagram of a hybrid renewable energy system. U1 and U2 are switches.

FIGURE 8.2

Circuit diagram of a two-diode model of a photovoltaic cell. G, solar radiation; Iph,

photocurrent; Rp, parallel resistance; Rs, series resistance; T, ambient temperature.
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where ɑ1 and ɑ2 are the diode ideal constants, VT1 and VT2 are the thermal voltages of
a PV module that has many cells, while the cell photocurrent Iph as a function of tem-
perature and irradiance is given by:

Iph ¼
�
IphSTC þ aSC � DT

�� G

GSTC
(8.3)

where asc is the temperature coefficient for short circuit current and DT is defined as:

DT ¼ TA � TSTC ðKÞ. (8.4)

The diodes D1 and D2 saturation currents are given by:

Ioð1;2Þ ¼ Io ¼
IpvSTC þ aSC � DT

exp½½ðVocSTC
þ boc � DTÞ � VT � � 1� (8.5)

Maximum power point trackers are mainly used to enable operating the PV panel
at maximum power generation [9]. Typically, many solar cells are connected in se-
ries to increase the PV panel DC output voltage and in parallel to increase its
achieved current. Then, PV panels are connected in strings of series and parallel
combinations to produce certain amount of power in Watts that would satisfy the
load needs. However, this produced power will not satisfy the load requirements
every hour during the day because of limitations in available sun radiation. There-
fore, supplement energy sources are installed in conjunction with the PV subsystem.

2.2 LEAD-ACID BATTERY MODEL
Researchers are investigating different energy storage solutions to enable storing
excess energy produced by renewable sources [1]. Stored energy can be used dur-
ing periods when there is no energy generated by the PV subsystem. Lead-acid bat-
teries are used to store excess energy produced either by the PV solar system or by
the DG. Lead-acid batteries are chosen because of their lower initial cost and wide
availability in the market. The instantaneous dod parameter of the batteries is
determined using a nonlinear dynamic model. Fig. 8.3 shows the equivalent circuit

FIGURE 8.3

Equivalent circuit of a lead-acid battery cell. Cp, Peukert capacity; E, battery open circuit

voltage; IB, output current; VB, output voltage of battery.
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diagram of a battery cell. The battery dod parameter value is related to the battery
capacity by:

dod ¼ CR

Cp
(8.6)

where

Cp ¼ IKB � T (8.7)

K is the Peukert coefficient that equals to 1.12, and T is the constant current
discharge time. The instantaneous capacity of the battery is given by:

DCR

Dt
¼ IKB

3600
(8.8)

where the battery current IB is given by:

IB ¼ PB

VB
(8.9)

where PB is the power supplied by the battery to the load.

2.3 DIESEL GENERATOR MODEL
Many models have been published in the literature to model the DG [10e14]. Prac-
tically, the DG is composed of three main parts that enable electricity generation.
Fig. 8.4 shows the main parts of the DG, which are the DE, the synchronous gener-
ator, and the excitation system.

2.3.1 The Diesel Engine Model
The DE block diagram used in the simulation is described in Fig. 8.5. The DE model
is characterized by a gain parameter K2 and time-constant parameter s2, which are
variables. However, their variations are insignificant in small time intervals [12].
Table 8.1 shows the parameters used in the modeling of the DE [15]. Typically,
the DE model is composed of a speed controller to guarantee constant speed of

FIGURE 8.4

Diesel generator (DG) block diagram. Efd, exciter field voltage; Tsg, generator torque; Vt,

terminal voltage phasor; Wr, angular speed of a flywheel.
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the internal combustion engine. The control of the speed is achieved by changing the
quantity of fuel consumed by the motor using an actuator that can be a mechanical or
electromechanical device. The actuator controls the engine speed by relating the
intake of fuel and flywheel speed that represent the complex dynamic effects of
the engine inertia. The engine converts the fuel flow ɸ into a mechanical torque
Tmec after a delay time s1 with an engine torque constant K1. The DE mechanical
motion is governed by [16]:

Tmec ðsÞ ¼ K1e
�s1s fðsÞ (8.10)

2.3.2 The Synchronous Generator
The parameters of a synchronous generator with model number E1S13M F/4 are
adopted in the numerical simulation. A two-axis dq-model is used to represent
the synchronous generator. The relative equations used in the model are ob-
tained from Park equations. The generator electromagnetic torque equation is
given as:

Tsg ¼ E00
dId þ E00

qIq � ðX0d � X00qÞIdIq (8.11)

FIGURE 8.5

Typical diesel engine model block diagram. H1, inertia constant; KD, damping factor;

Tmec, mechanical torque; Tsg, generator torque;.

Table 8.1 Parameters Used in the Diesel Engine Model

Parameter Value Unit Definition

K1 1.15 pu Engine torque constant

K2 1 pu Actuator torque constant

K3 1 pu Current driver constant

s1 0.5 s Engine delay time

s2
H1

KD

0.125
1.666
0.1

s
s
pu

Actuator time constant
Inertia constant
Damping factor
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where Id and Iq are the currents flowing in the generator stator winding. The equa-
tions that describe the rotor winding dynamics are [16]:

E00
d ¼ Xq � X00

q

1þ s00q0s
Iq (8.12)

E00
q ¼ 1

1þ s00d0s
E0
q �

 
X0
d � X00

d

1þ s00d0s

!
Id (8.13)

E0
q ¼

1 
xd � x00d
x0d � x00d

!
þ s0d0s

Efd þ

 
xd � x0d
x0d � x00d

!
 
xd � x00d
x0d � x00d

!
þ s0d0s

E00
q (8.14)

where s0d0 is the open circuit transient time constant and parameters s00d0 and s00q0 are
the open circuit subtransient time constants.

2.3.3 Excitation System Model
The excitation system has a powerful impact on the DG dynamic performance and
functionality. The main functions of the excitation system are to provide variable DC
current with short time overload capability and to control the terminal voltage with
suitable accuracy. The block diagram of the excitation control system is illustrated in
Fig. 8.6. The excitation system is represented by a first-order system. The DC exci-
tation system provides current flow to the rotor, which will generate an alternating
current in the stator.

3. SIZING OF HYBRID PHOTOVOLTAIC/BATTERIES BANK/
DIESEL GENERATOR SYSTEM

The process of finding optimal number of each part used in the hybrid renewable
energy system is called sizing. It is important to use minimum number of PV panels

FIGURE 8.6

Functional block diagram of excitation system.
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and batteries and to operate the DG for minimum periods at lower output powers.
Reducing the periods of operating the DG enables using lower quantities of diesel,
thus reducing the amount of emitted pollution. The process of system sizing should
guarantee minimum overall system cost and/or minimum produced pollution
emitted by the DG.

The PV solar panels supply the required power to the load and provide excess
produced power to the batteries bank during daytime. However, the batteries supply
power to the load during periods when no sunlight is available, during night times,
and during transition periods when turning ON the DG. Conversely, the DG supplies
power to the load and provides some excess power to charge the batteries whenever
the load required power is not satisfied during either the day or night times. It is
assumed in the simulations that the PV solar subsystem and the batteries storage
bank are the main energy supply sources to the load, while the DG operates only
when both the PV panels and batteries bank available powers are not sufficient to
satisfy the load demanded power. The loss of load probability (LLP) parameter is
used in the optimization process to guarantee supplying the load with power 24 h
a day [17,18]. It is set to zero for the hybrid energy system.

LLP % ¼

Ptsim
t¼0

Power supplied� Pload

Ptsim
t¼0

Pload

(8.15)

3.1 DESCRIPTION OF THE LOAD INVESTIGATED
The load used in the investigation of this chapter represents a typical house in the
Middle East. It has five major rooms (three bedrooms, one guest room, and one
living room), two bathrooms, kitchen, and basement [19]. The list of equipment
and parts used in the house and their relative power consumption per hour are shown
in Table 8.2. The number of each part used per room in the house is described in
Table 8.3. Note that it is assumed that all bedrooms have the same parts. The power
consumption is calculated for every day in a week for each room based on the
following process. The 24-h of the day are divided into hourly intervals of operation,
except the period in the night time between 11:00 p.m. and 6:00 a.m., which is
defined as a single interval. Each part in the house contributing to the power con-
sumption in every time interval is identified and its usage period is used in the hourly
load calculation. The power consumption per hour is identified based on common
usage of equipment and parts in the house. The power consumption calculation in
each interval is performed over one full week to address load variation in a full
day during working days and weekend days. The total power consumption in a
week is then averaged over 7 days to find the average power consumption in each
interval. Finally, to find the total average monthly power consumption, the total
average daily power consumption is multiplied by the number of days of each
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month. Excel spreadsheets are used to calculate the power consumption in each
month. Fig. 8.7 illustrates the average power consumption per day for the lowest
and highest power consuming months in the year, which are January and August,
respectively. These 2 months are the coldest and hottest moths of the year. Typically,
air conditioners are used at maximum power in August, which makes it the most
power-consuming month. The maximum calculated hourly current consumption
in August is 78 A for a 220-V power system, which sets an absolute maximum
requirement on current for the desired renewable energy system. A summary of
the monthly average power consumption of the house is shown in Fig. 8.8.

3.2 RENEWABLE ENERGY SYSTEM OPTIMIZATION PROCESS
As mentioned earlier, the PV panels array and the batteries bank supply the power
needed to the load during the daytime. However, when the produced power by the
PV array and available power stored in the batteries bank are not enough to meet
the load needs, the DG must supply the balance of the required power to avoid
possible blackouts. It is important to determine the optimal size of each part used

Table 8.2 List of Parts and Equipment Used in the Investigated House and
Their Relevant Power Consumption

Equipment/Part
Power Consumed per
Hour (W) Brand

Light bulbs 36 Fluorescent lamp

A/C 1500 General company

Mobile 17 Sony Xperia

TV 150 Benq

Sucking Fan 200 No name

PC 170 Hp

Printer 110 Hp

Receiver 15 Humax

PS3 110 Sony

Chandeliers 120 No name

Shaver 30 Panasonic

Water heater 5000 Cornell

Refrigerator 350 Goldstar

Microwave oven 1450 Sharp

Dish washer 1800 LG

Blinder 127 Braun

Coffee Maker 1200 Panasonic

Washing machine 512 Samsung

Dryer 1500 Samsung

Vacuum cleaner 800 Sanyo

266 CHAPTER 8 Hybrid PV/Batteries Bank/Diesel Generator



in the renewable energy system taking into account the parts’ cost, maintenance
requirement of each part including replacement, lifetime of each component, and
the pollution produced by the DG. Thus, it is necessary to conduct an optimization
process to achieve the best system size for all parts used. The sizing problem in-
cludes finding the number of PV panels, the number of batteries, the DG output po-
wer, and the time of operating the DG.

3.2.1 Optimization Objective Functions
The objective function used in the optimization process is given by:

minc ¼ costPV þ costbattery þ costDG (8.16)

The overall cost of the hybrid renewable energy system is composed of initial cost of
the system, replacement costs of PV panels and batteries during the system lifetime

Table 8.3 Number of Each Part Used per Room in the Investigated House

Part Bedroom
Living
Room

Guest
Room Bathroom Kitchen Basement

Light bulbs 4 8 4 2 6 6

A/C 1 1 1 0 0 0

Mobile 1 0 2 0 0 0

TV 0 1 0 0 0 0

Fan 0 0 0 1 1 1

PC 1 1 0 0 0 0

Printer 0 1 0 0 0 0

Receiver 0 1 0 0 0 0

PS3 0 1 0 0 0 0

Chandeliers 0 0 2 0 0 0

Shaver 0 0 0 1 0 0

Water
heater

0 0 0 1 0 0

Refrigerator 0 0 0 0 1 0

Microwave
oven

0 0 0 0 1 0

Dish
washer

0 0 0 0 1 0

Blinder 0 0 0 0 1 0

Coffee
Maker

0 0 0 0 1 0

Washing
machine

0 0 0 0 0 1

Dryer 0 0 0 0 0 1

Vacuum
cleaner

1 1 1 0 0 1
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FIGURE 8.7

Average hourly power consumption of the house in (A) January and (B) August.

January 23.3 722.3
February 23.8 690.2
March 72.6 2250.6
April 126.6 3924.6
May 131.6 4079.6
June 138.4 4152.0
July 139.7 4330.7

August 151.0 4681.0
September 142.4 4272.0
October 135.9 4212.9

November 127.1 3813.0
December 23.5 728.5

Total 1235.90 37857.40

Load Power 
Consumption 
(kW/month)

Month
Load Power 
Consumption 
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FIGURE 8.8

Monthly average power consumption of the house.
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of 20 years, and initial cost of the DG including used fuel cost. These costs are
implemented in the following set of equations:

costPV ¼ ðcost of investementþ 20 � cost of maintenanceÞ � Npv (8.17)

costbattery ¼ ðcost of investementþ y � cost of investementÞ � Nbat (8.18)

costDG ¼ CDE þ Coil þ Cfuel (8.19)

where y represents the number of battery replacements during 20 years of system
operation, CDE is the capital cost of the DG, Coil is the cost of lubricating oil
used in the DE, and Cfuel is the cost of diesel fuel consumed.

3.2.2 Optimization Constraints
The following set of constraints is used in the sizing optimization process of the
hybrid PV/batteries bank/DG renewable energy system:

7 kW � Pd � 15 kW (8.20)

55 � Npv � 66 (8.21)

6 � Nbat � 10 (8.22)

LLP ¼ 0 (8.23)

These ranges give the best performance in the optimization process. The choice of
each range affects the conversion of the optimization algorithm and the obtained re-
sults. The optimization algorithm was executed many times and the results of each
run were used in determining the ranges of each parameter that gives best hybrid en-
ergy system size.

3.2.3 Methodology
PSO algorithm is used to optimally size the hybrid PV/batteries bank/DG renewable
energy system. The optimization process is achieved for both minimum overall sys-
tem cost and pollution criteria. Typically, PSO algorithms do not always guarantee
optimal solution. In fact, achieving algorithm conversion and optimal solution de-
pends mainly on the chosen range of each part used in the hybrid system. In addition,
the final achieved solution depends on the used optimization strategy for the hybrid
system.

The strategy used in the optimization process consists of three phases. The first
phase is introduced to size both the PV panels array that supplies the load during the
daytime and the batteries bank that supplies the load when produced PV power is not
sufficient to meets the load needs especially during sunset and sunrise. In this step,
the optimal numbers of PV panels and batteries are found. Typically, the number of
PV panels should be maximized, while the number of batteries should be minimized
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(because of high prices of batteries and their short lifetime) to achieve lower overall
system cost.

The second phase of optimization strategy is applied at the nighttime where the
DG supplies the load when the energy stored in the batteries bank is not sufficient
to meet the load needs. The batteries dod parameter is the main criterion used to
decide when to stop using the batteries bank and use the DG instead. The maximum
dod value typically used at which the DG is turned ON is 80%. However, the
minimum typical value of dod parameter at which the DG is turn OFF is 20%.
The maximum and minimum dod values affect the hybrid energy system overall
cost. Thus, optimal range of dod values is crucial to optimally size the hybrid
renewable energy system. Generally, minimizing CO2 emission requires maxi-
mizing the number of batteries to minimize the operational time of the DG.
Thus, the optimal number of batteries found in the first two phases is contradictory.
The same number of batteries cannot be used to achieve minimum cost and min-
imum pollution emission rates at the same time. Hence, in the third and last phase
of optimization process, the results obtained in the first two phases are used to get
optimal values of the number of PV panels, the number of batteries, the DG output
power, and operational time over 24 h. It is clear that the optimization-sizing pro-
cess is a nonlinear optimization problem.

3.2.4 Optimization Process Using Particle Swarm Optimization
The PSO algorithm is a stochastic technique that was developed in 1995 by Kennedy
and Eberhart [20e22]. It is based on a set of population of birds called swarm that is
generated randomly. Each particle of the swarm is considered as a potential solution
for the optimization problem. It is characterized by its position vector
xi
!¼ ðxi1; xi2;.; xinÞ and its velocity vector vi

!¼ ðvi1; vi2;.; vinÞ, where n rep-
resents the number of population in the swarm and i represents the number of
variables of the optimization process. Each particle remembers its own best position

Pbesti
���! ¼ ðPbest1; Pbest2. PbestinÞ, the best swarm global experience vector

gbesti
���! ¼ ðgbest1; gbest2. gbestinÞ and its previous velocity vector as described
in the following equations:

vtþ1
i; j ¼ wvti; j þ c1r

t
1i; j �

	
pbestti; j � xti; j



þ c2r

t
2i; j

�
	
gbestti; j � xti; j



; j˛f1; 2;.ng

(8.24)

xtþ1
i; j ¼ xti; j þ vtþ1

i; j ; j˛f1; 2;.ng (8.25)

where t is the iteration index, the variables i and j are indices of the optimization vec-
tor, rt1i; j and rt2i; j are random variables with values in the range [0,1], the variables
c1 and c2 are acceleration constants with value usually equal to 2, w is the inertia
weight, wmax and wmin are the initial and final inertia weights, and maxiter is the
maximum number of iterations. To improve the algorithm conversion process, the
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inertia weight is assumed to decrease linearly from wmax value to wmin value as
described in the following equation:

wt ¼ wmin þ ðwmax � wminÞ � t

maxiter
(8.26)

In [23], a tightening coefficient c is introduced to improve the convergence of the
optimization process. This technique is known as constriction PSO (CPSO). The ve-
locity vector equation becomes:

vtþ1
i; j ¼ c

	
vti; j þ 41r

t
1i; j �

	
pbestti; j � xti; j



þ 42r

t
2i; j �

	
gbestti; j � xti; j




; j˛f1; 2;.ng

(8.27)

where c is the constriction coefficient defined as:

c ¼ 2

4� 2þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42 � 44

p (8.28)

where 4 ¼ 41 þ 42, 4 > 4. Typically, 4 ¼ 4:1 and 41 ¼ 42, so c ¼ 0.7298844.

3.2.5 Simulation Result and Discussion
A standalone hybrid PV/batteries bank/DG renewable energy system has been
designed to supply the load of a house in a remote area in Tunisia, which is off-
grid connected. The structure of the house and its load are assumed similar to
what is described in Section 3. PSO algorithm has been used to optimally size the
hybrid energy system. The PSO algorithm is coded using Matlab software. The
average daily load of the house investigated is shown in Fig. 8.7B, which represents
the maximum daily load. It is assumed that the solar irradiation and the load power
are constant during each hourly time interval. Figs. 8.9 and 8.10 show the sun solar
radiation and ambient temperature in Tunisia in the month of March.

FIGURE 8.9

Sun irradiation in Tunisia for an arbitrary day in March.
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3.2.6 Effect of Number of Population and Iteration on PSO Algorithm
Conversion

Fig. 8.11 illustrates the effect of number of population on the conversion of the PSO
algorithm. It is clear that the optimization algorithm does not converge at population
value that equals to 10. This can be deduced from the fact that the fitness function is
not varying during changing the iteration number. However, it converges at popula-
tion values of 20 and 30, where the fitness function varies during changing the iter-
ation number and then settles to a specific value. The population value of 20 is used
in the hybrid system sizing because there is clear variation of the fitness function at
different iteration numbers, which is not the case for population value of 30.
Fig. 8.12 shows the effect of maximum number of iterations on the conversion of
the PSO algorithm. A maximum number of 30 is used in the hybrid system sizing
because there is clear variation of the fitness function occurring at different itera-
tions, which is not there for the other choices of maximum number of iterations
of 20 and 35. The system sizing results differ for each chosen iteration and popula-
tion values. An excel spreadsheet was created to monitor the results of the hybrid
system sizing. The optimal parameters chosen for the different parts of the hybrid
energy system are summarized in Table 8.4 after choosing an iteration value of 30
and a population value of 20.

3.2.7 PSO Algorithm Results Summary
The population and iteration values affect the results achieved for the PSO algo-
rithm. Table 8.4 summarizes the optimal solutions achieved for an iteration value
of 30 and a population value of 20 when the optimization constraint is either mini-
mum emitted CO2 pollution or overall system cost. It is clear that the overall cost of
the hybrid energy system when optimized using minimum pollution criterion is
higher by about 0.3% compared with the system when optimized using minimum

FIGURE 8.10

Ambient temperature of a day in March in Tunisia.
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Effect of the number of populations on the conversion of PSO algorithm.

3. Sizing of Hybrid PV/Batteries Bank/Diesel Generator System 273



0 2 4 6 8 10 12 14 16 18 20
1.436

1.438

1.44

1.442

1.444

1.446

1.448

1.45 x 105

x 105

x 105

Iteration

Fi
tn

es
s 

fu
nc

tio
n 

va
lu

e

PSO convergence characteristic

0 5 10 15 20 25 30
1.44

1.46

1.48

1.5

1.52

1.54

1.56

1.58

Iteration

Fi
tn

es
s 

fu
nc

tio
n 

va
lu

e

PSO convergence characteristic

0 5 10 15 20 25 30 35
1.425

1.43

1.435

1.44

1.445

1.45

1.455

Iteration

Fi
tn

es
s 

fu
nc

tio
n 

va
lu

e

PSO convergence characteristic

Max iteration=20 

Max iteration=30 

Max iteration=35 

FIGURE 8.12

Effect of the number of iterations on the conversion of PSO algorithm.
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Table 8.4 Optimal Values Obtained for Different Parts of Hybrid Renewable Energy System

Constraint Batteries PV
DE
(kW)

No. of
Cycles DG

DG Operation
Time

Cost of System
(k$ US)

Diesel
Consumption
(L/day)

CO2 Emission
(kg/day)

Minimum
pollution

10 64 13.6 2 5 h 42 min 144.1 18.217 13.11

Minimum
cost

6 65 12.4 3 6 h 36 min 139.7 19.232 13.84

3
.
S
izin

g
o
f
H
yb
rid

P
V
/B
a
tte

rie
s
B
a
n
k
/D
ie
se
l
G
e
n
e
ra
to
r
S
yste

m
2
7
5



overall system cost criterion. However, the choice of optimization condition depends
on the requirement of the system deployment: minimum cost or minimum pollution.

3.3 ECONOMICS OF A HYBRID RENEWABLE ENERGY SYSTEM:
CASE STUDY

Electricity can be supplied to a load using a DE alone, using PVand storage batteries
alone, or by using a hybrid PV/batteries bank/DG system. To compare the eco-
nomics of these three different options, a case study of an off-grid connected load
located in Tunisia is considered [9]. Forty-two 300-W PV solar panels and 120 bat-
teries each of 12 V/100 Ah are used in the analysis of this study case. The cost of a
PV solar panel and a battery are assumed to be $270 US and $272 US, respectively.
Details of the case study are described in Section 5.

The overall system cost of each option of power supply to the load are calculated,
analyzed, and compared in three different countries: Tunisia, Jordan, and Saudi
Arabia. Jordan is chosen because it has similar economic situation like Tunisia while
Saudi Arabia is chosen because the oil price is subsidized there. The load power dur-
ing every hour, solar irradiation, and ambient temperature are considered as inputs to
the simulation algorithm while the PVoutput power, batteries dod value, and the DG
power (Pdiesel) are considered as outputs. Fig. 8.9 shows the sun irradiation and
Fig. 8.10 illustrates the ambient temperature for an arbitrary day in the month of
March in Tunisia. Fig. 8.13 depicts the PV output power and the required power
of the load for that specific day in Tunisia. Fig. 8.14 represents the batteries dod
when using PV and battery storage bank only to supply power to the load. The bat-
teries dod values for the hybrid PV/batteries bank/DG option is shown in Fig. 8.15.
The DG output power and the amount of operational time for the hybrid energy sys-
tem are shown in Fig. 8.16.

FIGURE 8.13

PV output power and power consumed by the load for a day in March.
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4. ENERGY MANAGEMENT OF HYBRID PHOTOVOLTAIC/
BATTERIES BANK/DIESEL GENERATOR SYSTEM

Using only solar energy to supply electricity to the load in an off-grid system is not
viable due to lack of continuous and stable supply of renewable energy all the times
during the day. Consequently, supplement energy sources like DGs and batteries
storage bank are recommended in these cases to cope with a lack or insufficient
availability of solar power. DGs with small output powers up to 20 kW usually oper-
ate from cold start. Therefore, they require sometime to reach stable output power
levels. In addition, batteries stored energy is not totally used to supply energy to
the load. In fact, batteries typically operate in a dod ranging from 20% to 80%.

FIGURE 8.14

Batteries depth of discharge when using PV and battery storage bank only.

FIGURE 8.15

Batteries depth of discharge for hybrid renewable energy system.
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Also, batteries suffer from shorter lifetimes especially in high-temperature environ-
ments, where elevated temperatures play a major factor in electrodes corrosion,
which affect batteries lifetime [6]. Hence, an extra cost is acquired by users because
of frequent battery replacements. In addition to that, leaving batteries at low state of
charge for long periods and using batteries at high voltage reduces their lifetime [7].
All these factors dictate on users to manage energy stored in the batteries and
manage the time of turning ON the DG to maximize using stored energy from bat-
teries and minimize using the DG.

4.1 REVIEW OF ENERGY MANAGEMENT SCHEMES
Many authors have focused on the demand side management of renewable energy
systems to improve system efficiency. In their study, Ameen et al. [24] investigated
energy management of a hybrid system consisting of PV, DG, and batteries bank.
Charging cycle that follows the load was the main control strategy used. In his
study, Tazvinga [25] adopted a new switched model predictive control strategy
for energy dispatching of a hybrid PV/Battery/DG system. The presented PV/Bat-
tery/DG system had unified linear multiple-input multiple-output model. Note that
in the studies by Ameen et al. and Tazvinga [24,25], the DG was used when
required based on the management scheme. While in the studies by Pourmousavi
et al., Mishrae et al., and Yin et al.[26e28], the DG was operated continuously to
maintain the power balance of the system. This technique suffers at low demanded
power levels of the load because of waste of fuel consumption that keeps contin-
uous operation of the DG.

The control strategy of energy management in the previously published work
consisted of designing an algorithm aimed to maintain the DC bus voltage constant
under various operating conditions [24e28]. However, the management scheme

FIGURE 8.16

Produced power and time of operation of the diesel generator of the hybrid energy system.
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does not consider the time between turning the DG ON and reaching its steady-state
operation. The DGs requires certain time to reach its steady-state output power
depending on starting conditions of the prime movers (cold start or warm start).
The adopted DG model showed that it needs about 30 s to deliver stable output po-
wer as shown in Fig. 8.17. Typically, in the field 2 min are budgeted for the DG to
reach steady output. This time must be taken into account when designing power
management scheme for a renewable system to avoid power blackouts. Thus, the
DG must be turned ON before the batteries dod reaches a maximum set value
(e.g., 80%) to avoid blackout. Optimal values of dod are found in this section for
different load demands at which the DG is turned ON before the batteries state of
charge reaching a maximum dod value. The optimal values are found for the system
that was sized in Section 3 [9].

4.2 HYBRID RENEWABLE ENERGY SYSTEM ENERGY MANAGEMENT:
CASE STUDY

Fig. 8.18 illustrates a standalone hybrid PV/batteries bank/diesel generator renew-
able energy system. The hybrid system of this case study is designed such that PV
panels and batteries bank only supply the load during the daytime while the DG
operates only at night. The batteries are used to minimize the DG operational
time to minimize cost and emitted pollution. A novel energy management strategy
is used during the night to control when to turn ON the DG to avoid blackout. The
dod maximum value used in the literature is 80% and the DG is turned ON when
the batteries bank dod reaches 80%. However, the DG has slow dynamic behavior
while starting as shown in Fig. 8.17. Thus, the DG must not wait until the dod value
reaches 80% because that will cause blackout. On the other hand, a dod value of
70%, for example, cannot be used because there will be huge waste of power avail-
able in the batteries bank which will result in an extra consumption of fuel. Conse-
quently, an optimal dod value must be found for each load required power at which
the DG must be turned ON before batteries dod reaches 80% value.
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FIGURE 8.17

Time required for the diesel generator to supply stable power to the load.
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4.2.1 Batteries Bank Depth of Discharge Control
Lead-acid batteries are used in the hybrid renewable energy system to store electrical
power. Typically, batteries maximum dod value is set to 80% to protect batteries from
over discharging, which affect the batteries lifetime. On the other hand, the minimum
dod value at which the DG is turned OFF needs to be adjusted to achieve the best
cost/pollution results [7]. Thus, the dod value must be in the range defined as:

dodmin < dod < dodmax (8.29)

The battery dod value is computed using Eq. (8.6).

4.2.2 AC Load Prediction
The load used in this management scheme represents a typical house in Tunisia as
described in Section 3. The required load power can be supplied during the night by
the DG through the AC bus or by the batteries storage bank through a DC/AC
inverter as shown in Fig. 8.18. An autoregressive moving average (ARMA) scheme
associated with a Kalman filter is adopted in this management process to forecast the
load every 2 min ahead of the actual load value. During the day, the actual measured
load at each 2 min are used as input to the ARMA algorithm. The obtained modeled
values and actual load values are used in Kalman filter to predict the load every
2 min ahead of operation. Fig. 8.19 describes the steps of the ARMA prediction
algorithm.

4.2.3 Energy Management Process
PSO algorithm is used for sizing the investigated hybrid renewable energy system as
described above [9]. The achieved optimal system sizing for minimum overall sys-
tem cost and emitted pollution corresponds to 10 batteries with total capacity of

Photovoltaic Panel

Bus AC

Load 

Batteries 

DC/AC 

Diesel 
Generator 

DC/DC

Bus DC

DC/DC

Control System

FIGURE 8.18

Hybrid PV/batteries bank/diesel generator renewable energy system block diagram.
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2100 Ah and DG output power of 13.5 kW. The obtained optimal dod range is be-
tween 22% and 80% [7]. The aim of this management scheme is to find optimal
maximum dod value at which the DG should be turned ON before the dod value rea-
ches 80% to avoid blackouts. In fact, all available energy in the batteries bank must
be exploited to minimize the DG operational time. Thus, reduce the DG produced
pollution and operational cost. The power produced by the hybrid energy system
should always satisfy the load at any time.

Usually, the load power is varying during the daytime and the batteries bank
available power varies depending on available solar power. Thus, the amount of
stored power in the batteries bank by the end of the daytime is not fixed. Also,
the time when the DG should be turned ON in the night time depends on the batteries
bank dod value. Therefore, it is important to know the batteries dod value at any time
during the day and the time it will take for the batteries to reach maximum dod value.
The load prediction scheme of the management algorithm discussed in this section
calculates future load value every 2 min, then the time it will take the batteries dod to
reach 0.8 from different initial dod values is calculated. Fig. 8.20 depicts the esti-
mated time needed by the batteries bank to reach 0.8 dod value from different initial
dod values of 0.7, 0.75, 0.78, and 0.79 for different loads in the range from 0.5 to
20 kW. The larger the load demanded power, the faster the batteries dod to reach
maximum value of 0.8. The DG needs about 30 s to reach its steady-state output po-
wer as shown in Fig. 8.17. However, a margin of 2 min is considered in the field to
ensure stable power supply to the load. It is clear in Fig. 8.20 that the time needed to
reach 0.8 dod increases when decreasing the initial dod value. This will provide
longer time before turning ON the DG. It is also clear that for some loads, the
time estimated for dod to reach 80% will take less than 2 min. Thus, a blackout
will occur during this period for that load demanded power. Hence, it is necessary
to decrease the dod value at which the DG is turned ON. As a conclusion from
Fig. 8.20, the optimal dod value at which the DG should be turned ON can be set
for different load power ranges as follows:8><

>:
if 0:5 kW � Pload < 8:5 kW; the dodOPT ¼ 0:79

if 8:5 kW � Pload < 16 kW; the dodOPT ¼ 0:78

if 16 kW � Pload � 20 kW; the dodOPT ¼ 0:75

(8.30)

Data base of the
load during the

day

ARMA
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Kalman
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FIGURE 8.19

ARMA scheme associated with Kalman filter to predict the load every 2 min ahead of

operation.
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4.2.4 Results and Discussions
Numerical simulations are conducted to validate the energy management scheme.
Two cases are considered in the validation for an-off grid load in Tunisia. The first
case is investigated when there is no energy management scheme used for the DG
and batteries bank and when the DG is turned ON at dod value of 0.7. The second
case uses the proposed management scheme where the maximum dod set value is
optimized and used to manage the time at which the DG is turned ON. The load
is predicted every 2 min as described above using Kalman filter associated with
ARMA model. Fig. 8.21 shows the actual and predicted load values in full day.
As noticed, the load reaches its peak of 13.4 kWat 7:00 p.m. The errors of predicted
load values are assessed by computing the normalized mean bias error (NRMSE)
factors using the following equation:

NRMSE ¼
XN
i¼1

estimatedvalueðiÞ �measuredvalueðiÞ
measuredvalueðiÞ � 100% (8.31)
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FIGURE 8.20

Estimated time in minutes for different initial dod values (0.75e0.78 and 0.79) to reach

dod value of 0.8 calculated at different load power in the range between 0.5 and 20 kW.

FIGURE 8.21

Load demanded power and its prediction used in energy management of hybrid energy

system.
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The calculated forecasted error of the investigated load equals to about 0.2%. At
sunset, the dod value of the hybrid renewable energy system equals 0.69 as depicts in
Fig. 8.22. The estimated load by the Kalman filter is input to the management algo-
rithm while the dod value is checked if it is less than 0.75. If so, the batteries
continue to supply the load and the DG is kept OFF. Once the dod value reaches
0.75, the load should be checked to which range it belongs according to Eq.
(8.30) to decide whether to turn ON the DG or not. If the load is in the range of
0.5 kW inclusive and 16 kW exclusive, the batteries bank continues to supply the
load with energy. Else, if the load is more than 16 kW, the DG should be turn
ON. Fig. 8.22 shows also the diesel output power at different values of load power.
At the beginning, when the load power equals to 10.82 kW while the dod value does
not reach 0.75, the DG is kept OFF. After that, the load equals to 13.4 kW, while the
dod value reaches 0.78, thus DG is turned ON. The load is supplied by the DG and
the batteries are also charged by the DG until their dod value reaches 0.22. At that
time, the DG is turned OFF and the load is supplied by the batteries bank until 00 h
45 min as shown in Fig. 8.22. At this time, the load power equals to 3.725 kW and
when the dod reaches 0.79, the DG is turned ON. The DG is kept ON supplying the
load and charging the batteries bank until their dod reaches 0.22 again (02 h 10 min).
Typically, the DG provides power over what the load requires by 25% to enable
charging the batteries. Once the batteries have sufficient power, they are used to sup-
ply the load to reduce DG emitted pollution.

Fig. 8.22 also shows the case when no energy management is used for the batte-
ries and the DG. The achieved results for the two cases are summarized in Table 8.5.
The system with energy management has a DG operational time of 3 h 06 min,
which is less than the system without energy management (3 h 49 min). Thus, energy
management leads to lower diesel consumption compared with the system without

FIGURE 8.22

The dod value and diesel generator output power of hybrid energy system with and

without energy management.
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energy management. In fact, for the case with no energy management, the diesel
consumption during the night equals 12.108 L, whereas for the case with energy
management the diesel consumption is 9.54 L. The decrease of diesel consumption
leads to a decrease of CO2 emission. Actually, CO2 emission equals 8.718 kg with
no energy management while it is only 6.875 kg with energy management. In addi-
tion, the system with energy management has other advantages such as it has less
number of cycles for turning ON/OFF the DG (two cycles) and it does not incur
any energy losses, whereas the system without energy management has about
18.09 kWh of energy losses.

5. ECONOMICS OF HYBRID PHOTOVOLTAIC/BATTERIES
BANK/DIESEL GENERATOR SYSTEM

There are few assumptions used in the analysis of this section such as the power pro-
duced by the DG is fixed during its operation. The load considered here is described
in Section 3.1. The depreciation cost of the DG is assumed negligible in the calcu-
lations. The DG charges the batteries bank from 1:00 a.m. to 6:00 a.m. There is no
energy management considered in the analysis of this section.

The general specifications of the used DG are described in Table 8.6. Based on
these specifications, 8443 L of diesel are required to supply the required load power
when using DG only. The cost of supplying the load by DG for only in three different
countries Tunisia, Jordan, and KSA is shown in Table 8.7 [19]. The cost is calculated
based on the price of a liter of diesel in these countries as listed in Table 8.8 and pub-
lished at the global petrol prices Web site at the time of writing the article [29].

The cost analysis when using PV panels and batteries only to supply the load is
based on using forty-two 300-W PV panels and one hundred twenty 12-V 100-Ah
batteries. The cost of a PV panel and a battery are assumed to be $270 US and
$272 US, respectively. As a result, the investment cost is over $125,000 US, which
makes it impractical to use PV and batteries bank only to supply the load.

When using a hybrid PV/batteries bank/DG system to power up the load, 9 years
are needed to balance the cost of the system compared with that of operating a DG

Table 8.5 Summary of Achieved Results for Two Investigated Management
Cases

No Energy Management
With Energy
Management

Diesel operation time 3 h 49min 3 h 06 min

Diesel consumption/night 12.108 9.54l

CO2 emission (kg/day) 8.718 6.875

Number of cycles of DG 3 2

Wlost(kWh) 18.09 No losses

284 CHAPTER 8 Hybrid PV/Batteries Bank/Diesel Generator



only as shown in Table 8.9. The diesel consumption of the DG of the hybrid energy
system in the period between 1:00 a.m. and 6:00 a.m. and is only 1696 L compared
with 8443 L when using DG only. After the 9-years period, the hybrid system will be
more economical as it will save money on the cost of diesel and it saves the environ-
ment. If the rules in a country allow the hybrid energy system to feed excess pro-
duced power to the grid, then more saving is achieved and the payback period of
the hybrid energy system would drop down. Note that any PV renewable energy sys-
tem is not practical in KSA because the diesel cost is hugely subsidized in the coun-
try. It is evident that about 100 years are needed for the hybrid energy system to
balance the cost of operating DG only. Thus, the driver to use renewable energy sys-
tems in Saudi Arabia should not be saving money but saving the environment. It is
known that each liter of diesel has 720 g of CO2 and requires 1920 g of O2 to
combust. As a result, a 20-kW DG would produce a pollutant of about
620.4 gCO2/kWh [30].

Table 8.6 General Specifications for Operating the Diesel Generator

Initial Cost of 20-kW Diesel
Engine $ 5000.00 US $

Assume 100% load, the diesel
consumption

4.7 L/h

Rated DG power 20,000 W

DE needs 15W40 oil every 3 months 8 L

Cost of 1 L of 15W40 oils with labor $ 6.00 US $

Table 8.7 Summary for Cost of Investment and Operational of DG Only

Country

Yearly
Diesel
Cost
(US $)

Yearly Oil
Cost
(US $)

Total
Diesel
Yearly
Cost
(US $)

No. of
Operational
Years

Total Investment
and Operational
Cost (US $)

Tunisia $ 5994.24 $ 192.00 $ 6186.24 9 $ 60,676.15

Jordan $ 5740.96 $ 192.00 $ 5932.96 9.5 $ 61,363.14

KSA $ 590.98 $ 192.00 $ 782.98 96 $ 80,166.21

Table 8.8 Cost of 1 L of Diesel in Different Countries

Price of 1 L Diesel in US $

Tunisia $ 0.71

Jordan $ 0.68

KSA $ 0.07
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5.1 EFFECT OF BATTERIES DEPTH OF DISCHARGE ON HYBRID
RENEWABLE ENERGY SYSTEM SIZING, COST, AND POLLUTION

The battery dod range setting is considered a key parameter to guarantee lower over-
all system cost and minimum system pollution emission. Different dod range setting
values (0%e80%, 20%e80% and 40%e80%) are investigated here to compare the
overall system cost and pollution emission. Typically, it is important to keep the DG
idle to minimize diesel consumption and eventually produced pollution. However,
when batteries dod reaches 80%, the DG operates at a set power level that guarantees
satisfying the load power requirement and charging the batteries bank. The batteries
minimum dod level is set to different values: 0%, 20%, and 40% to find the optimal
dod range. At these minimum dod values, the DG is turned OFF.

The hybrid energy system is optimized to achieve either minimum overall cost or
minimum pollution over the system lifetime of 20 years for different dod ranges.
The DG produces extra power over the load requirements to charge the batteries
bank. The DG fuel consumption FDG (L/h) is expressed using the following equation
[31]:

FDG ¼ BDG � PDGrat
þ ADG � PDGout

(8.32)

where the parameters BDG and ADG (l/kW) are the fuel consumption curve coeffi-
cients which are defined by the DG manufacturer. The values of BDG and ADG are
0.08154 and 0.246 L/kWh, respectively [8]. The PDGrat

is the rated DG power
(kW) and PDGout

is the DG output power (kW).
The load in this section can be supplied at any time by the PV panels, batteries

bank, or the DG depending on power availability. However, the main energy sources
are the PV and batteries bank while the secondary source is the DG, which comple-
ments the main power sources. The hybrid renewable energy system size is opti-
mized for different dod ranges to minimize the system overall cost and
operational time of the DG over the system lifetime. PSO algorithm is used for
the hybrid energy system sizing optimization. Two different optimal solutions

Table 8.9 Cost of Operating Hybrid PV/DE/Batteries Bank System

Unit Price US $ Total Price US $

No. of 12-V/100-Ah batteries 120 $ 272.32 $ 32,678.40

No. of 300-W PV panels 42 $ 270.00 $ 11,340.00

Yearly operation of DE in Tunisia 9 $ 1396.16 $ 12,565.45

Yearly operation of DE in Jordan 9 $ 1345.28 $ 12,107.53

Yearly operation of DE in KSA 100 $ 310.72 $ 31,072.01

DG initial cost $ 5000.00

Total investment and operational cost Tunisia $ 61,583.85

Jordan $ 61,125.93

KSA $ 80,090.41
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were obtained when using minimum overall system cost conditions and when
applying minimum DG operational time condition (minimum CO2 pollution).
Table 8.10 summarizes the optimal solutions for the two cases for batteries dod
values in the range of 20%e80%.

The system cost is calculated during lifetime of 20 years as:

system cost ¼ costPV þ costbattery þ costDG (8.33)

where the cost of each part is defined as:

costPV ¼ ðcost of investementþ 20 � cost of maintenanceÞ � Npv (8.34)

costbattery ¼ ðcost of investementþ y � cost of investementÞ � Nbat (8.35)

costDG ¼ CDE þ Coil þ Cfuel (8.36)

where y is the number of times a battery is replaced during 20-year of system oper-
ation.CDE is the capital cost of the DE, and Coil is the cost of lubricating oil used in
the DE.

Three different cases of dod range set values are investigated for minimum pollu-
tion condition and minimum cost condition of optimized hybrid energy system. The
simulation is carried out over a period of 36 h to cover cases where the DG will
continue to work after 6:00 a.m.

• Case 1: 0% < dod < 80%

Table 8.11 summarizes the achieved results for minimum pollution analysis con-
dition for dod range 0%e80%. The obtained discharging cycles of the batteries are
five cycles. The number of discharging cycles typically affects the lifetime of the
batteries, which was calculated based on 2000 cycles. Fig. 8.23 shows the different
curves for the load power requirements over 36 h, dod status of the batteries bank,
and the DG output power.

Table 8.12 illustrates the achieved results for minimum cost analysis case when
the dod range is 0%e80%. The number of discharging cycles of the batteries is six
cycles. Fig. 8.24 shows the different curves for the load power requirements over
36 h; dod status of the batteries bank, and the DG output power.

Table 8.10 Summary of Optimal Solutions Obtained Using PSO Algorithm
for Hybrid System for dod in the Range 20%e80%

Minimum Pollution Minimum Cost

Number of batteries 9 6

Number of PV panels 64 65

DG power (kW) 12.6 11.5

System cost ($k US) 141.32 136.15

Diesel consumption/day 19.246 20.268

CO2 emission (kg/day) 13.587 14.593
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Table 8.11 Summary of Hybrid System Operation Results for dod Set Range
Value of 0%e80% for Minimum Pollution Analysis Condition

Number of discharging cycles of batteries 5

Diesel engine operation time 7 h 36 min

Number of cycles of DG 2

Diesel consumption (L) 23.688

CO2 emission (Kg) 17.055
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FIGURE 8.23

Results for dod range of 0%e80% when minimum pollution analysis condition. (A) AC

load power requirements over 36 h. (B) dod status of the batteries. (C) diesel generator

(DG) output power.

Table 8.12 Summary of Hybrid System Operation Results for dod Set Range
Value of 0%e80% for Minimum Cost Analysis Condition

Number of cycles of operating the batteries 6

Diesel engine operation time (h) 9

Number of cycles of DG 4

Diesel consumption (L) 24.32

CO2 emission (kg) 17.51
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• Case 2: 20% < dod < 80%

Table 8.13 summarizes the achieved results for minimum pollution analysis con-
dition for dod set range value of 20%e80%. The number of discharging cycles of the
batteries is six cycles. Table 8.14 summarizes the achieved results for minimum cost
analysis condition. The number of discharging cycles of the batteries is eight cycles.

• Case 3: 40% < dod < 80%

Table 8.15 shows the achieved results for minimum pollution analysis condition
for dod set range value of 40%e80%. The number of discharging cycles of the bat-
teries is seven cycles. Table 8.16 summarizes the achieved results for minimum cost
condition. The number of discharging cycles of the batteries is 10 cycles.
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FIGURE 8.24

Results for dod range of 0%e80% when minimum cost analysis. (A) AC load power

requirements over 36 h. (B) dod status of the batteries. (C) DG output power.

Table 8.13 Summary of Hybrid System Operation Results for dod Set Range
Value of 20%e80% for Minimum Pollution Analysis Condition

Number of cycles of operating the batteries 6

Diesel engine operation time 8 h 06 min

Number of cycles of DG 4

Diesel consumption (L) 23.894

CO2 emission (kg) 17.203
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The amount of CO2 emission for the three dod set range cases based on mini-
mum pollution analysis and minimum system cost conditions is depicted in
Figs. 8.25 and 8.26, respectively. It is clear that minimum CO2 emission is achieved
for the first analysis condition of minimum pollution at dod range of 0%e80% as
shown in Fig. 8.25. While, dod range of 40%e80% set value gives minimum CO2

emission when the minimum cost analysis condition is applied as shown in
Fig. 8.26. When plotting both curves in a single graph, an intersection point is ob-
tained which represents the dod optimal minimum value as shown in Fig. 8.27.
Thus, a dod setting in the range of 22%e80% ensures minimum CO2 pollution
and minimum cost.

Table 8.14 Summary of Hybrid System Operation Results for dod Set Range
Value of 20%e80% for Minimum Cost Analysis Condition

Number of cycles of operating the batteries 8

Diesel engine operation time 9 h 12 min

Number of cycles of DG 5

Diesel consumption (L) 24.863

CO2 emission (kg) 17.901

Table 8.15 Summary of Hybrid System Operation Results for dod Set Range
Value of 40%e80% for Minimum Pollution Analysis Condition

Number of cycles of operating the batteries 7

Diesel engine operation time 10 h 06 min

Number of cycles of DG 6

Diesel consumption (L) 29.9061

CO2 emission (kg) 21.532

Table 8.16 Summary of Hybrid System Operation Results for dod Set Range
Value of 40%e80% for Minimum Cost Analysis Condition

Number of cycles of operating the batteries 10

Diesel engine operation time 10 h 06 min

Number of cycles of DG 7

Diesel consumption (L) 20.727

CO2 emission (kg) 14.923
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Calculated CO2 emission for minimum pollution analysis condition at different dod range

setting.
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Calculated CO2 emission for minimum cost analysis condition at different dod range
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1. INTRODUCTION
Today, in the 21st century, humanity faces multiple, closely interrelated global chal-
lenges, such as the increasing world population. In 2017, world population surpassed
7.4 billion inhabitants (https://www.populationmatters.org/). This growing popula-
tion requires food and energy, and, as a result, food security has become a global
concern. Malnutrition affects many countries on the planet and constitutes a major
obstacle to both global food security and sustainable development worldwide. One
out of three people in the world is undernourished, and it is expected that this figure
will reach one out of two in 2030 [1,2]. In addition to the need for food, energy needs
have seen a 3% annual growth rate over the last 15 years [3]. The gradual depletion
of fossil fuel resources [4] and its associated effects have encouraged the use of new,
clean, and renewable energy sources [5e7], such as solar energy.

Other major concerns for humankind are climate change and global warming.
They threaten with undesirable consequences such as biodiversity loss, desertifica-
tion, lack of freshwater and migratory flows, and abandonment of many regions in
the world affected by the said problems.

Agriculture, as a fundamental primary activity for the planet, should contribute
to the mitigation of the consequences of the abovementioned problems. A paradigm
shift would then be required regarding agricultural activity in general; it must
become not only a fully sustainable and more energy-efficient activity but also a
source of energy rather than a sink. This change of paradigm must be supported
by scientific and technical developments. Recent approaches such as Precision Agri-
culture, Agriculture 4.0, and Agrivoltaic Production are currently laying the founda-
tion of a new agricultural model. Agrivoltaic production approach has been defined
and studied by many authors [8e13], and it entails an alliance of both agricultural
and renewable energy production, namely photovoltaic (PV). The intrinsic effi-
ciency of the photosynthetic process is currently quite low (about 3%), while the
commercially available monocrystalline PV solar panels have an average efficiency
of 16%. Agrivoltaic production entails combining solar panels and food crops on
farms in such a way that the economic return is optimized. The results of the prelim-
inary studies indicate that the agrivoltaic systems can significantly increase the pro-
ductivity of farms. Dupraz et al. [13] report that this increase may reach a value
between 35% and 73% of the land productivity. Thus, new agriculture should not
only be self-sufficient energetically but it should also generate an energy surplus.
At the same time, agrivoltaic production must take into account environmental is-
sues, such as water and carbon footprints, as well as social and economic
considerations.

PV irrigation is one of the most promising alternatives for rural electrification.
The idea of using solar energy to meet the water needs of crops began in the
1970s. The first PV irrigation installations carried out at that time used pumps
coupled to direct current (DC) motors, connected directly to the PV array. In
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some specific cases, these systems had solar trackers, but electrochemical storage
batteries were not needed, as energy was stored by lifting water to an elevated
tank. These early PV irrigation systems were low-power installations (<6 kW)
whose size was limited by the high cost of PV modules and the need for specific
DC pumping groups. The commercial development of these solutions was scarce,
which meant that the variety of products was limited. On the contrary, the grid-
based irrigation systems that used asynchronous motors did have much more com-
mercial success.

Great efforts have been made over the last 50 years to develop more efficient
solar-based water pumping systems. Among the first PV irrigation installations,
the very first was that of Campana, built in the 1970s in Corsica. This facility served
as the basis for installing 25 PV pumps under the “Mali Aqua Viva” project. Since
then, there has been a stable market for small power (<10 kW) PV pumping systems
dedicated to irrigation and water supply for rural settlements.

Several factors have made it possible for the existing PV irrigation systems to be
profitable in Mediterranean climate conditions. One of them is the gradual decline in
the price of the PV Watt Peak (Wp), which reached the value of 0.5 V/Wp in 2015.
Another is the fast-paced evolution of electronic solutions that allow the conversion
of DC into alternative current (AC) (inverters and frequency inverters) at increas-
ingly competitive prices.

PV pumping systems are currently gaining interest due to their numerous
advantages:

• They do not depend on the existence of an electricity distribution network.
• They do not rely on portable electric generators that consume fuels, which either

pollute the environment or are expensive and difficult to obtain.
• Their design is simple, as it does not require a battery bank.
• They have a long life, are highly reliable, and require minimal maintenance.

Many scientific research works have been performed in the last two decades with
the aim of improving PV irrigation systems. Table 9.1, adapted from Chandel et al.
[23], summarizes some of these recent studies.

2. CLASSIFICATION OF PHOTOVOLTAIC IRRIGATION
SYSTEMS

PV irrigation systems are composed of two primary and highly interrelated subsys-
tems, namely the PV subsystem, which is responsible for supplying the energy
required, and the irrigation subsystem, which demands energy. For the PV irrigation
systems to perform properly, the relationship between these two subsystems has to
be established by applying rational and scientifically based methods. A primary clas-
sification can be made according to the characteristics of both PV and irrigation
subsystems.
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2.1 ACCORDING TO THE TYPE OF POWERING PLANT
2.1.1 Stand-alone Plants
Stand-alone plants are those that are not connected to the grid and consist of PV
panels and, occasionally, a storage system that guarantees electric energy supply
when insolation is low or at nighttime. Because PV produces DC, an inverter is
necessary to convert the DC into AC.

Stand-alone plants are advantageous in isolated areas where the electrical grid is
not near, both from technical and economic points of view. They can efficiently
replace the generator sets powered by internal combustion engines.

One of the main issues that must be addressed in renewable energyebased irri-
gation system sizing is the seasonal demand pattern of crops [25] and the variability
of renewable energy production. To overcome this problem, some PV systems make
use of batteries to accumulate the electric energy produced by the PV system to
match energy production and demand [26]. However, the use of batteries has several
disadvantages, such as the increase in the investment costs of the system, the space
needed to store the batteries, and environmental concerns related to the disposal of
the batteries. In the case of PV irrigation plants, the use of batteries can be avoided
by storing the energy in the form of potential energy by pumping and accumulating
water in an elevated storage tank.

Table 9.1 Recent Studies Regarding Photovoltaic (PV) Irrigation Systems

Author/s Country Summary

Pande et al. [14] India The average return period of PV irrigation facilities
was 6 years.

Bhave [15] India The economic profitability of PV irrigation was
demonstrated.

Chaurey et al. [16] India The actual performance of PV irrigation systems
working long time was analyzed.

Mahmoud and
Nather [17]

Egypt The higher efficiency of PV pumping systems
versus conventional pumping systems was proven.

Yu et al. [18] China The PV irrigation performance for the production of
grass was analyzed.

Al Ali et al. [19] Saudi Arabia Crop water requirements were optimized and an
automatic PV irrigation system was developed.

Mokeddem [20] Algeria The efficiency of PV direct pumping for small
irrigation farms was demonstrated.

Hamidat [21] Algeria The efficiency of PV direct pumping for small
irrigation farms was demonstrated.

López-Luque
et al. [22]

Spain The profitability of PV irrigation for olive orchards
was analyzed and the concept of PV opportunity
irrigation (PVOI) was introduced.

Reca et al. [24] Spain The profitability and optimal design of PV irrigation
systems for greenhouse crops was analyzed.
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2.1.2 Grid-Connected Plants
Grid-connected plants can draw power from the grid during the hours when the PV
generator cannot produce enough energy to satisfy the needs of the consumer. On the
contrary, when the PV system produces more energy than required, the surplus can
be injected into the grid, which, in turn, operates as a large accumulator. Therefore,
in most cases, grid-connected systems do not need to use accumulator banks.
Furthermore, such plants offer the advantage of distributed rather than centralized
generation.

We can classify grid-connected plants into two categories depending on the type
of energy management.

2.1.2.1 Net Metering
Net metering is an energy management model that allows the energy produced to be
injected into the grid but not immediately consumed. In this model, the energy is not
sold, but the grid is used as power “storage” facility. Excess power that is produced,
but not self-consumed, can be transferred to the grid, and the consumer may make
use of the grid when the PV plant does not generate enough power to meet their
demands.

An annual energy balance is required to account for the energy injected into and
drawn from the grid. The following data must be taken into account:

• The amount of energy exchanged with the grid
• The equivalent value, in Euros, of the electrical energy supplied to the grid
• The value, in Euros, of the rates paid for the energy drawn from the grid, divided

into energy charges and service charges

Net metering is an advantageous system for the consumer because the annual
payment is based on monetary value rather than on energy. Thus, both the prices
of the energy injected into and drawn from the network and the cost paid by the
user to access the grid must be considered.

2.1.2.2 Self-consumption
In this type of system, the generated PV energy can only be consumed if the de-
mand is simultaneous with energy production. However, such systems cannot
use the public grid as a power storage facility and, therefore, the energy surplus
produced is lost.

2.1.3 Hybrid Systems
Other systems combine PV power plants with other sources of energy to cope with
the problem of energy supply security [26]. Carroquino et al. [27] used a hybrid PV-
Diesel system to irrigate Mediterranean crops. Panayiotu et al. [28] compared both a
stand-alone PV system and a hybrid PV-Wind installation for a household applica-
tion. They concluded that neither of them was preferable to the other, as the appro-
priate type of renewable energy system was dependent on the specific location and
climate.
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2.2 ACCORDING TO THE TYPE OF IRRIGATION SYSTEM
PV irrigation systems are usually composed of one pump, or one set of pumps oper-
ating in parallel, which transfers water to either an elevated storage tank or directly
to the irrigation water distribution system. Therefore, two basic typologies can be
distinguished.

2.2.1 Pumping to an Elevated Tank
Storing the pumped water into an elevated storage tank is a sound procedure for
matching the renewable energy production to the crop irrigation demand. Water
can subsequently be distributed to the plants by gravity [21,29,30] (Fig. 9.1).

However, in many cases, there is no location with enough elevation to build a
reservoir to take advantage of the gravitational energy to distribute the irrigation wa-
ter. In this case, a booster station is required to provide the energy required to
dischargewater through the emitters. In other cases, the elevated locations can be rela-
tively far and the construction cost of these elevated reservoirs can be unaffordable.

2.2.2 Direct Pumping
To avoid the abovementioned drawbacks, in this work a stand-alone direct pumping
PV irrigation system that pumps water directly to the irrigation distribution network
rather than lifting it to an elevated reservoir is proposed. In addition, with the aim of
matching energy production to irrigation demand, we propose a new approach that is
different to that used in other works on PV irrigation systems design [31e35]
(Fig. 9.2).

In both cases, the segmentation of the pumping stage into several units and the
use of frequency variation and frequency drives all help the system to operate effi-
ciently under variable working conditions.

FIGURE 9.1

Scheme of a grid-connected photovoltaic (PV) pumping to an elevated tank system.
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3. PHOTOVOLTAIC IRRIGATION SYSTEMS COMPONENTS
PV irrigation systems are composed of two main and highly interrelated subsystems,
namely the PV subsystem, which is responsible for supplying the energy required,
and the irrigation subsystem, which demands energy.

3.1 PHOTOVOLTAIC POWER PLANTS
The main components of a PV power plant are the following:

• PV modules
• Solar trackers
• DC to AC inverters or converters

3.1.1 Photovoltaic Modules
The group of PV cells is known as the PV module. PV panels consist of an array of
solar cells connected to form a circuit “in series” to increase the output voltage up to
the desired value. The main function of the PVarray is to produce a DC between its
two terminals when they are illuminated by sunlight (Fig. 9.3).

The ieV performance curve of a common PV module receiving an irradiance of
1000 W/m2 is depicted in the following figure.

Several characteristic points or values can be distinguished on this curve:

• Short-circuit current, Isc: The current that is obtained from the cell when the
voltage at its terminals is 0 V (V ¼ 0).

• Open circuit voltage, Voc: The voltage for which the current drawn from the cell
is zero (i ¼ 0). If the device is kept in an open circuit, it will self-polarize with a

FIGURE 9.2

Scheme of a grid-connected photovoltaic irrigation system with direct pumping.
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certain voltage that is the largest it can withstand in the generation region, or
voltage to open circuit Voc. It is the maximum voltage achieved by a solar cell
in silicon cells

• Peak Power, PP: Because the power is supplied as a DC, the power delivered to
the load will be P ¼ i$V. There will be an operating point (iM, VM) with a voltage
value between 0 and Voc for which the delivered power is the maximum amount
possible (Fig. 9.4).

• Fill Factor, FF: An indicator of the shape of the characteristic curve and is
defined as the peak power (PP) divided by the open circuit voltage (VOC) and the
short circuit current (iSC).

FF ¼ iMVM

iSCVOC
(9.1)

FIGURE 9.3

Solar module.
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Solar module ieV characteristic curve.
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The sharper the characteristic curve of the cell is, the higher the FF will be.

PP ¼ FF iSCVOC (9.2)

• Energy conversion efficiency, h: The ratio between the maximum power
delivered (PP) and the input radiant power to the PV module, calculated as the
product of panel area times the reference irradiance (A$1000 W/m2).

h ¼ FF iSCVOC

1000 A
(9.3)

If the efficiency is considered constant for any irradiance value, the following
relationship can be written:

PPV ¼ Ib$PP

1000
(9.4)

The curve in Fig. 9.4 can be fitted to the following mathematical equation:

i ¼ isc

�
1� exp

�
eðVOC � VÞ

mkT

��
(9.5)

where “e” is the charge of the electron, “m” is the so-called diode ideality factor
l < m < 2, “k” is the Boltzman constant, and T is the absolute temperature.

3.1.1.1 Photovoltaic Modules Arrangement
The modules are electrically arranged into different series-parallel or parallel-series
combinations to obtain the intensity and voltage values suitable for each application.
The set of modules with its own connections, framework, etc. constitutes the PV
generator.

Both the modules and the cells are not always identical and knowing the ieV
characteristic of the set or generator can become a difficult problem. With Np and
Ns being the number of modules connected in parallel and series, respectively, as
shown in Fig. 9.5, the current supplied by the generator should be Np times higher
than that of a module (iG ¼ i$Np) and the voltage of the generator should be Ns times
higher (VG ¼ V$N). Thus, the characteristic curve of the generator iGeVG is given by
Eq. (9.6):

iG ¼ NPisc

�
1� exp

�
eðVOC � VG=NSÞ

mkT

��
(9.6)

The ieV response of the PV generator as a function of the temperature is
described by three coefficients. These coefficients are called a, b, and g, respec-
tively, and their typical values for monocrystalline silicon modules are given below:

a ¼ vISC=vT ¼ þ 0:04%; b ¼ vVoc=vT ¼ �0:37%; g ¼ vPP=vT ¼ �0:44%.

(9.7)
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For a 100 cm2 PV cell, the values of these parameters are a z 1.5 mA/�C;
b z �2.3 mV/�C; (1/Pmax) gz �0.00441/�C.

It is assumed that the generator efficiency is equal to that of its PV cells. Global
efficiency for the complete PV plant must be calculated depending on the total effec-
tive area that is actually covered by cells (At) and neglecting the area shadowed by
the PV structure and the space between modules. The overall efficiency for the com-
plete PV plant (hp) is given by the following equation:

hp ¼
PP

At$I
(9.8)

where PP is the maximum power generated by the PV plant, At is the total area
covered, and I is the incoming solar irradiance.

3.1.2 Solar Tracking Systems
A solar tracking system is a specific device intended to move the PVmodules in such
a way that they continuously face the sun with the aim of maximizing the irradiation
received by the PV array. A solar tracking system is composed of three well-
differentiated components: the mechanism, the driving motors, and the tracking
controller.

3.1.2.1 Mechanism
The mechanism is the part of the tracking system responsible for providing the fol-
lower with precision in tracking. This part must be designed to withstand harsh
weather conditions and it must also have an estimated useful life equal to or similar
to that of the PV module (Fig. 9.6).
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FIGURE 9.5

Scheme of a photovoltaic generator.
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Taking into account the type of mechanism, solar tracking systems can be clas-
sified into one-axis trackers or two-axis trackers.
3.1.2.1.1 One-Axis Tracker Because solar tracking implies moving parts and con-
trol systems that tend to be expensive, single-axis tracking systems seem to be the
best solution for small PV power plants. A single-axis solar tracking system uses a
tilted PV panel mount and one electric motor to move the panel on an approximate
trajectory relative to the Sun’s position. The rotation axis can be horizontal, vertical,
or oblique. Fig. 9.7 shows a general scheme of a one-axis tracker showing both the
rotation axis (unit vector e) and the collector plane (unit vector normal to the col-
lector plane). The angle between these two unit vectors is usually kept constant in
this type of tracker.

FIGURE 9.6

Tracker structure.

n
eχ

FIGURE 9.7

Characteristic vectors in a one-axis tracker.
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Several types of one-axis tracking can be distinguished. These types (Figures
9.8e9.11) are shown in Table 9.2.
3.1.2.1.2 Two-Axis Trackers Using two-axis trackers, maximum energy collection
can be achieved because, due to its total freedom of movement (northesouth and
eastewest), the tracker can face the sun’s rays throughout the day (Fig. 9.12).

Table 9.2 Types of One-Axis Tracking

NortheSouth horizontal axis tracking
The axis is horizontal and its direction is NortheSouth and
c ¼ 90 degrees.

Figure 9.8

Polar tracking: NortheSouth polar axis tilted on an angle
equal to the latitude of the site
The rotation is adjusted in such a way that the tracker follows
the meridian of the earth containing the sun. The angular
velocity is 15 degrees/h. With this configuration, the solar
tracker can be used both in northern latitudes and in places
near the equator.

Figure 9.9

EasteWest horizontal axis tracking
In this configuration, the rotation axis is placed parallel to the
ground and in an eastewest direction. In this way, the
panels can rotate only to follow the Sun at its altitude angle,
correcting the position of the panels every day due to the
Sun’s declination. This configuration is not commonly used
because the energy collected is much lower than that
obtained with other configurations. Figure 9.10

Azimuthal axis tracking
The tilting angle of the surface is constant and equal to the
latitude of the site. The simple and robust mechanics of the
azimuthal trackers can trade off the smaller collection of
radiation with respect to the two axes trackers, making them
the most widely used in practice.

Figure 9.11
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3.1.2.2 Driving Motor
Depending on the drivingmechanism, solar trackers can be classified into active or pas-
sive solar trackers. Active driving mechanism can be based on electric motors (DC or
AC) or hydraulic systems, whereas passive ones are based on gravitational systems.

The most common driving mechanism is an electric motor because it allows a
simpler and precise control of the movement. AC electric motors are more widely
used than DC ones. For one-axis trackers, only one motor is required, whereas for
two-axis trackers, two motors are needed.

3.1.2.3 Solar Tracker Control
Depending on their control, solar trackers can be classified into solar tracking sys-
tems that orient the PV panels based on previously computed sun trajectories
(open-loop control) and solar trackers that used a solar radiation sensor to control
the orientation of the system (closed-loop control).
3.1.2.3.1 Feedback Controllers These controllers are based on the use of direct so-
lar sensors to detect the position of the Sun. For this purpose, the sensors are
composed of photosensitive elements mounted on the panel. Both at dawn and under
low insolation conditions (cloudy days), the trackers controlled by photosensors may
become disoriented. Therefore, it is essential to use an auxiliary tracking system,
which controls the rotation of the motors until the orientation is restored again.
3.1.2.3.2 Open-Loop Controllers This control technique also uses a micropro-
cessor, but it does not need any sensor to determine the position of the Sun. The
movement of the Sun can be predicted using astronomic relationships, which are
programmed in the microprocessor so that the microprocessor itself can calculate
the Sun’s position at any time. This type of control is not affected by cloudiness
or other low radiation circumstances that may lead to errors in accuracy.

FIGURE 9.12

Characteristic movements in a two-axis tracker.
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3.1.3 Other Types of Photovoltaic Array Arrangements
In intensive crop farms or greenhouses farms, the lack of space to lay the PV system
is an important problem that must be faced because the price of land is usually high
and most of the surface area is occupied by farm facilities such as greenhouses, res-
ervoirs, warehouses, and irrigation facilities. The development of PV energy gener-
ation technology currently offers different alternatives to cope with this problem.
Different research works have proposed mounting the PV cells on greenhouse roof-
tops. In this way, the excessive sunlight irradiating greenhouses could be used to pro-
duce both crops and energy (Fig. 9.13).

Several research works analyzing the effect of partial shading on crop yield
[36e39] have pointed out that moderate partial shading does not have a significant
effect on crop yield reduction. Kitta et al. [40] recommended a shading factor no
higher than 20% for sweet pepper in Mediterranean climate conditions.

Different types of materials and technical solutions have been proposed to inte-
grate solar-based energy generation systems into greenhouses, from conventional
opaque flat hard or planar flexible PV modules with various arrangements (straight
line and checkerboard) to semitransparent PV modules [41e47] (Fig. 9.14).

More recently, progress in PV cell technologies has provided new possibilities
for solar cell applications. Biancardo et al. [48] developed a semitransparent PV
module composed of spherical solar microcells, characterized by its small size
and isotropic ability for photoreception. Yano et al. [49] subsequently tested the per-
formance of this new type of PV System on a greenhouse. These studies showed that
although conscientious design is necessary, it is possible to generate enough elec-
tricity for the control of greenhouse environment appliances using PV systems
that are compatible with plant cultivation [41,44,45] (Fig. 9.15).

Another alternative is to cover the irrigation reservoirs with floating solar mod-
ules so that, in addition to producing solar energy, water losses from evaporation and
algae formation in the water could be reduced (Fig. 9.16).

FIGURE 9.13

Photovoltaic (PV) generator on the greenhouse rooftops.
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3.1.4 Inverter
The inverter is the electronic device intended to convert the DC supplied by the PV
array into AC, which is generally used in most consumers’ facilities (Fig. 9.17).

The main characteristic parameters of an inverter are the following:

• Nominal voltage: the voltage that should be applied to the input terminals of the
inverter

FIGURE 9.14

Opaque flexible PV modules mounted on a roof with straight-line (A) and chessboard

(B) arrangements and opaque rigid module on zenithal ventilation windows (C).

Pictures taken from M. Pérez, J.A. Sánchez, Energı́as renovables en los inviernaderos, in: Innovación en

Estructuras Productivas y Manejo de Cultivos en Agricultura Protegida, vol. 3, Cuadernos de Estudios

Agroalimentarios, CAJAMAR. Almerı́a (Spain), 2012, pp. 181e210. ISSN:2173-7568.
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• Nominal power: the power that can be supplied by the inverter in a continuous
way

• Overloading: the ability of the inverter to deliver a power that is considerably
higher than the nominal, as well as the time that this situation can be maintained

• Distortion waveform: the effective voltage and frequency of the output waveform
• Efficiency: the ratio, usually expressed as a percentage, between the output and

the input powers. It is dependent on the loading conditions, that is, on the total
power of the consumer devices

FIGURE 9.15

Semitransparent photovoltaic modules mounted on the roof.

Pictures taken from M. Pérez, J.A. Sánchez, Energı́as renovables en los inviernaderos, in: Innovación en

Estructuras Productivas y Manejo de Cultivos en Agricultura Protegida, vol. 3, Cuadernos de Estudios

Agroalimentarios, CAJAMAR. Almerı́a (Spain), 2012, pp. 181e210. ISSN:2173-7568.

FIGURE 9.16

Photovoltaic modules mounted on a floating structure and covering an agricultural

reservoir.

Courtesy of Isigenere Renovables, http://www.renovables.isigenere.com/site/en.
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3.2 PHOTOVOLTAIC IRRIGATION SYSTEMS
Irrigation systems are usually composed of the following parts:

• A source of water: a reservoir, an uptake from a collective water distribution
network or a well

• Water storage facilities, such as tanks or reservoirs
• A system head that comprises both the pumping system and other complemen-

tary equipment such as fertigation, filtration, and measurement and control
devices

• An on-farm irrigation network that conveys the irrigation water to the emitters
• The irrigation application method. In PV irrigation, pressurized irrigation

methods are commonly used, namely, sprinkler or drip irrigation

Most of the components of a PV irrigation system do not differ substantially,
neither in their design, nor in their management, from those used in other conven-
tional irrigation system. The design and management of any irrigation system
depends on the type of crop and cropping techniques, climatic conditions, soils,
water availability and quality, and other technical and socioeconomic constraints.

In this chapter, we are going to focus on those differential aspects that must be
taken into consideration regarding the design and management of PV irrigation sys-
tems that are not connected to the grid.

FIGURE 9.17

STP 10000 TL inverter. SMA Solar Technology source.
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3.2.1 Pumping System
Pumping systems are usually composed of one or more than one centrifugal pumps
arranged in parallel. Early PV pumping systems used fixed speed pumps driven by
electric motors, and their design and management was considerably simpler.

Today, to pump variable flowrates to different total heads efficiently, variable
speed pumps are commonly used in these systems. Variable speed pumps are pow-
ered by an asynchronous motor and an electronic frequency converter that allows the
pump to work under different angular velocities. The frequency converter can be
considered as an inverter that is able to modulate the output signal to the desired fre-
quency and amplitude.

Because the power supplied by the PV array is variable throughout the
day depending on the incoming radiation, the power required by the pump can be
modified by modifying the angular velocity of the pump to match the incoming
power.

To select the most appropriate pump for a specific application, the performance
curves (Discharge-Head-Efficiency) of the pump provided by the manufacturer and
the affinity laws that relate the shaft power, P, the head (H), and the discharge, Q,
provided by the pump to its rotation speed (n) are required.

By simultaneously applying the affinity laws (Eq. 9.9) to an operating point, H1-
Q1, belonging to the Discharge-Head curve of a pump working at a specific pump
speed (N1), the new operating point, H2-Q2, of that pump at another specific velocity
(N2) can be calculated. The efficiency of the pump is assumed to be constant in these
two homologous operating points.

Q2

Q1
¼ N2

N1

H2

H1
¼ N2

2

N2
1

P2

P1
¼ N3

2

N3
1

h2

h1
¼ 1 (9.9)

where subscripts 1 and 2 refer to two different rotation speeds.
Considering that the rotational speed of the pump is proportional to the fre-

quency of electric current, affinity laws can be expressed as a function of the fre-
quency rather than the speed of the pump.

Q2

Q1
¼ f2

f1

H2

H1
¼ f 22

f 21

P2

P1
¼ f 32

f 31

h2

h1
¼ 1 (9.10)

Assuming that the H0-Q0 performance curve of a commercial pump is given by
the manufacturer at a nominal AC frequency (f0) (which in EU countries is 50 Hz),
the generalized H-Q performance curve of the pump for any other frequency, f, can
be obtained from the nominal H0-Q0 curve by applying the affinity laws. The gener-
alized H-Q equation is given in Eq. (9.11) and the resulting H-Q curves are depicted
in Fig. 9.18.

H ¼ A

�
f

fo

�
� BQ2 (9.11)

3.2.2 On-Farm Irrigation Network
To calculate the operating point (discharge and head) of the PV irrigation system as a
function of the power supplied by the PV plant, not only the Head-Discharge of the
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pump but also the irrigation network system curve must be known. Two different
cases can be distinguished depending on the type of irrigation system.

3.2.2.1 Pumping to an Elevated Tank
There are some irrigation systems in which water is lifted, generally drawn from a
deep well, to an elevated tank. If the elevation of this tank is high enough, water can
then be distributed to the irrigation network by gravity with the required pressure,
and there is no need to pump the water again.

When pumping to an elevated tank, obtaining the system curve is a straightfor-
ward task. The total energy head (H), which should be provided by the pump to sup-
ply a discharge Q, can be calculated by the following expression:

H ¼ Dzþ hf (9.12)

where Dz is the static head, that is, the elevation difference between the groundwater
level in the well and the water level in the elevated tank, and hf is the friction head, or
the head losses throughout the discharge pipe system. If there are no substantial
groundwater level changes, the static head can be considered constant in this type
of system.

The friction losses are a function of the discharge using an appropriate head loss
equation, such as the DarcyeWeisbach equation. The relationship between the
friction losses and the discharge using a generic head loss equation is given in
Eq. (9.13).

hf ¼ Rs$Q
m (9.13)
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FIGURE 9.18

Head-Discharge performance curves for different AC frequencies and isoefficiency

curves for a commercial pump.
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where Rs is the resistance coefficient of the discharge pipe,Q is the total discharge of
the pumping system, and m is the hydraulic exponent of the head loss equation.
Assuming that the flow regime is turbulent, it can be supposed that m is equal to
2 (Eq. 9.13). In this equation, the resistance coefficient, Rs, should include not
only the uniformly distributed losses in the pipe but also the local or minor head
losses.

Finally, the system curve is given in the following equation.

H ¼ Dzþ RsQ
2 (9.14)

The shaft power supplied to the pump, P, can be calculated as a function of the
PV power, PPV, provided by the PV array.

P ¼ PPV$hM$hC (9.15)

where hM and hC are the efficiencies of the electric motor and the frequency con-
verter, respectively.

The shaft power can also be expressed as a function of the net power transferred
by the pump to the water, which depends on the head, the discharge supplied by the
pump, and the pump efficiency, hP (Eq. 9.16).

P ¼ PPV$hM$hC ¼ g$Q$H=hP (9.16)

where g is the specific weight of the water.
Finally, solving the set of three equations made up by the generalized H-Q curve

of the pump (Eq. 9.11), the system curve (Eq. 9.14), and the power supplied by the
PV array (Eq. 9.16), the three unknown variables required to control the pumping
system can be calculated. These required variables are the output frequency of the
AC provided by the inverter (f), the discharge (Q) lifted by the pump when working
at this specific frequency, and the head (H) supplied by the pump in these working
conditions.

3.2.2.2 Direct Pumping
The simplest and most widely used procedure to control PV irrigation and match
renewable energy production to crop irrigation demand is to pump water to an
elevated storage tank and then distribute it to the plants by gravity. However, in
some cases, farms may be relatively flat, so perhaps no appropriate location is avail-
able to build a tank with sufficient elevation to take advantage of the gravitational
energy to distribute irrigation water. In any case, the construction costs must be
taken into account. To overcome these drawbacks, direct pumping PV irrigation sys-
tems can be used.

Regarding the type of the emitters in drip irrigation systems, two different groups
of emitters can be distinguished. Noncompensating emitters vary their discharge ac-
cording to the operating pressure. The inconvenience of noncompensating emitters
is that they may produce low irrigation uniformity when pressure variability in the
irrigation sector is high. To avoid this drawback, compensating emitters are used that
keep the discharge constant regardless of their working pressure. In these cases, the
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total flow in the irrigation sector is constant as well and can be calculated by multi-
plying the emitter discharge by the number of emitters per sector. In the case of
compensating emitters, the system curve is Q ¼ constant, and the discharge does
not vary even though the pump speed is changed. To overcome these limitations,
different procedures to regulate flow as a function of the incoming power have
been suggested. The first procedure is based on using variable speed pumps and non-
compensating emitters that vary their discharge depending on the pressure. The sec-
ond procedure is based on subdividing the farm into smaller-sized irrigation sectors
and irrigating a variable number of sectors depending on the power supplied by the
PV system. With these two configurations, the discharge of the irrigation system can
be varied to adjust the power consumed by the irrigation system to the power pro-
duced by the PV array. Both procedures can also be applied at the same time
(Fig. 9.19).

The irrigation distribution system is composed of a pumping system that boosts
water directly into the irrigation distribution network. In this case, obtaining the sys-
tem curve and controlling the PV irrigation system can be a complex task because
the system curve depends on the network layout and sizing, the type and discharge
of the emitters, and the number and size of the irrigation sectors. A hydraulic simu-
lation of the irrigation network would be required to accurately derive the system
curve for every possible network configuration.

The authors propose a simplified generic representation of the water distribution
network to estimate the system curve with sufficient accuracy. The total head (H)

∆z 
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hf  

Hm

Irrigation 
system head 

FIGURE 9.19

Scheme of a photovoltaic direct pumping system with six sectors and several pumps in

parallel [24].
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required by the distribution system to supply a discharge Q can be decomposed into
the following components:

H ¼ Dzþ hf þ h (9.17)

where Dz is a constant value that represents the elevation change from the reservoir
to the most restricted point in the irrigation subunits (in meters), hf is the estimated
head losses in the network path between the head of the system and the most
restricted point (in meters), and h is the average pressure head of the emitters of
the system (in meters). If the system is composed of several heterogeneous irrigation
subunits, a different system curve should be calculated for each irrigation subunit. If
the irrigation subunits are relatively homogeneous, the system curve can be valid for
all of them. Head losses in this simplified system scheme will able to be calculated
by using a general head loss equation as a function of the pump discharge, as
explained in Eq. (9.13).

The discharge in a noncompensating emitter varies according to its working
pressure. The relationship between these two variables is given by the discharge
equation of the emitter [50]:

q ¼ k hx (9.18)

where k is the emitter discharge coefficient, which is a constant dependent on the
unit system used, h is the working pressure head at the emitter (in meters), x is
the emitter discharge exponent (nondimensional), and q is the discharge of the
emitter. Conventional labyrinth-type emitters usually work in a turbulent regime;
therefore the value of their exponent is close to 0.5. In the simplified irrigation
scheme proposed, an average h value is considered and the hydraulic variability
in the irrigation unit is neglected.

The total discharge in the irrigation system can be calculated by multiplying the
number of emitters in operation by their average discharge, which can be calculated
with Eq. (9.19).

Q ¼ q$ne ¼ ne$k$h
x (9.19)

Solving for the pressure head in Eq. (9.19), the average pressure at the emitters can
be expressed as a function of the total discharge of the system.

h ¼
�

1

ne k

�2

Q2 ¼ K$Q2 (9.20)

And finally, substituting h in Eq. (9.17), the following equation for the system curve
can be derived:

H ¼ Dzþ ðRs þ KÞ$Q2 (9.21)

Having identified the system curve (Eq. 9.21), the generalized H-Q performance
curve of the pump (Eq. 9.11), and the incoming power for the PV plant (Eq. 9.16),
the output frequency of the converter and the head and discharge of the pumping
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system can be calculated following a procedure similar to that explained in the pre-
vious section.

However, in some direct pumping systems on flat farms, when the source of wa-
ter is superficial, the elevation difference term Dzmay be low in comparison with the
variable term in Eq. (9.21), which includes both the head losses in the system and the
pressure of the emitters. In this case, the authors demonstrated that the operating
point follows an isoefficiency curve and can be approximated by applying the affin-
ity laws.

The working point for the maximum speed of the pump (f ¼ fo) can be obtained
from the intersection of the nominal H-Q performance curve and the system curve.
Once this nominal operating point (QM,HM) is known, the new frequency of the con-
verter and the new operating point for any other value of shaft power provided by the
PV array can be calculated by applying the following affinity laws:

Q ¼ QM

�
P

PM

�1=3

(9.22)

f ¼ fo

�
Q

QM

�
(9.23)

H ¼ HM

�
f

fo

�
(9.24)

In this system, the maximum flow supplied by the pumping system working at its
maximum speed is QM and the power required in this situation is PM. The minimum
power required to start the irrigation operation depends on the allowable working
pressure of the emitters. Let rh be the ratio of the minimum working pressure of
the emitter (hm) to the maximum one (hM). Applying the affinity law, the relationship
between the maximum power (PM) and the minimum (Pm) is the following:

Pm

PM
¼
�
Hm

HM

�3=2

¼ rh
3=2 (9.25)

For shaft power provided by the PV system lower than Pm, the irrigation system
has to be stopped because the pressure of the emitters would be lower than their min-
imum working pressure.

The set of equations governing the irrigation system for a unique irrigation sector
is the following:

aÞ If P < Pm ¼ PM

rh
3=2

0Q ¼ 0

bÞ If Pm � P � PM 0Q ¼ QM

�
P

PM

�1=3

cÞ If P > PM 0Q ¼ QM

9>>>>>>>=
>>>>>>>;

(9.26)
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Another complementary way to regulate the system and to optimize the use of
the generated energy for irrigating the crop is to design more than one irrigation
sector. When the farm is divided into a number of sectors (ns) greater than 1, the
discharge and power needed to irrigate each sector can be obtained by dividing
the maximum discharge and the maximum power by ns.

In this case, the system can start irrigating with a shaft power that is ns times
lower than when only one sector is considered. Two different strategies can be
applied in this type of system:

1. To irrigate with only one irrigation sector in operation
2. To irrigate with multiple irrigation sectors in operation simultaneously

In the first scenario, only one pump is required as the same pump would be used
to irrigate all the irrigation sectors. In the second scenario, the number of pumps
would have to be equal to the number of sectors that are irrigated simultaneously.

Generalizing, when a number “nj” of sectors out of ns are operating simulta-
neously, the net power generated by the PV system (P) must be distributed among
the nj pumps in operation (Pi ¼ P/nj). Thus, the total discharge of the system is rep-
resented by Eq. (9.27):

aÞ If
P

nj
<

Pm

ns
0Qi ¼ 0

bÞ If
Pm

ns
� P

nj
� PM

ns
0Qi ¼ nj

QM

ns

 
Pi

nj

ns
PM

!1=3

cÞ If
P

nj
>

PM

ns
0Qi ¼ QM

ns
$nj

9>>>>>>>>>>=
>>>>>>>>>>;

(9.27)

For the sake of illustration, Fig. 9.20 depicts the discharge of the pumping system
as a function of the incoming power for an irrigation system composed of a total
of four sectors. In this example, the type of greenhouse farm considered was 1 ha
in size, using emitters with a discharge equal to 3 L/h and 2 emitters/m2, which is
a very common arrangement in greenhouse irrigation systems in the south of Spain.
This results in a total discharge per hectare (QM) equal to 60,000 L/h or 16.67 L/s.
The total head (HM) assumed for this maximum discharge is 40 m (including
the three terms in Eq. 8). The pumping efficiency has been considered equal to
0.75. The maximum power (PM) per hectare proves to be equal to 8720 W. It was
supposed that the ratio between minimum and maximum working pressure of
the emitter was equal to 1/4 (5/20 m/m). Applying affinity laws in Eq. (9.19),
the minimum power required per hectare (Pm) is found to be equal to one-eighth
of the maximum power (PM/8). With these data, and applying Eq. (9.22),
the discharge has been calculated for a number of sectors in operation ranging
from 1 to 4.

Dashed lines represent the variation of the discharge of the system as a function
of the incoming power when only one, two, three, or all four sectors are in operation.
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Continuous lines indicate the operational strategy to maximize the discharge of the
system for every generated power value.

4. MODELING AND SIMULATION OF PHOTOVOLTAIC
IRRIGATION SYSTEM

4.1 EARTHeSUN GEOMETRY AND SOLAR RADIATION MODELING
Rotational movement is what makes the earth turn on a rotation axis that passes
through its poles. A complete revolution lasts 23 h, 56 min, and 4 s and is called si-
dereal day. In addition to the rotation, the planet Earth rotates around the Sun
following an orbit in a movement that is called translation movement. It takes the
Earth 365 days and 6 h to perform a complete rotation around the Sun. Accumu-
lating these 6 h a year, it is entailed that, every 4 years, the Earth takes an additional
complete day. Taking the Sun as a reference, the so-called tropic year is the period
necessary for the repetition of the seasons of the year. This tropic year lasts 365 days,
5 h, 48 min, and 45 s. The orbit of the Earth around the sun is elliptical.

4.1.1 Solar Position
The position of an observer located on the Earth’s surface will be given by its
geographical coordinates, namely, Latitude and Longitude. The position of the
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FIGURE 9.20

Dischargeepower diagram for a PV irrigation system composed of a total of four sectors

[24].
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sun with respect to an observer located on the Earth’s surface is given by the
following position vector:

s!¼

8>><
>>:

ðsen U t$cos dÞ i
!

ðcos U t$cos d � sen L� sen d$cos LÞ j
!

ðcos U t$cos d � cos Lþ sen d$sen LÞ k
!

(9.28)

Eq. (9.28) is referenced to a Cartesian reference system whose OXY plane is the hor-
izontal plane; therefore the Oz axis will be normal to the earth and will coincide with
the zenith; the Oy axis is oriented to the south, whereas the Ox axis points west, as
illustrated in Fig. 9.21. Eq. (9.28) is the expression of the unitary solar position vec-
tor s!, which points directly to the Sun.

The orientation of this vector depends on the solar declination (d), the latitude
(L), the angular velocity of the Earth (U), and the solar time (t).

4.1.2 Angle of Incidence of the Solar Rays With Respect to the
Photovoltaic Modules

To know the angle of incidence of the solar rays with respect to the PV modules sur-
face, the unit vector, n!, perpendicular to the surface is used. This vector depends on
the angles g (azimuthal orientation of the surface) and b (inclination of the PV mod-
ules) (Fig. 9.22).

n!¼

8><
>:

ð�sen b$sen gÞ i!
ðsen b$cos gÞ j!

ðcos bÞ k!
(9.29)

The scalar product between the solar vector
�
s!� and the unit vector of the mod-

ules
�
n!� is directly related to the solar angle of incidence (Fig. 9.23).

cos q ¼ s!$ n! (9.30)
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Terrestrial coordinate system.
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4.1.3 Solar Irradiance Components
The incoming solar radiation on a terrestrial surface is the sum of three different
components, namely, direct, diffuse, and reflected radiation. The actual percentage
of each of these components varies depending on the weather, location, and other
atmospheric conditions (Fig. 9.24):

• Beam irradiance: Comes directly from the Sun.
• Diffuse irradiance: Received from the atmosphere as a consequence of the

diffusion of a fraction of the global solar radiation. This energy accounts for
about 15% of the global radiation on clear sunny days. However, on cloudy
days, radiation is dispersed by the clouds and therefore direct radiation per-
centage is very low, whereas diffuse radiation accounts for a much higher
percentage.
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South(oγ)

FIGURE 9.22

Azimuthal and elevation angles.
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Incidence angle of solar rays over a plane.
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• Reflected irradiance: Reflected by the earth’s surface. The amount of reflected
radiation depends on the reflection coefficient of the surface, also termed
albedo.

However, these solar radiation components are not usually known when
designing a PV project; therefore it is necessary to estimate them using commonly
available data, namely, global daily surface radiation, H, which is the incoming
radiant energy per square meter throughout a whole day. Fig. 9.25 shows the evolu-
tion of H in the city of Cordoba (Spain) throughout the year.

The Clarity Index (Kt) is the ratio between the measured global daily radiation
(H) at a specific location and the maximum or extraterrestrial radiation (Ho) that
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Monthly Mean irradiation measured in Cordoba (Spain).
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could reach that location if there was no atmosphere (Eq. 9.31). Kt measures the
transparency of the atmosphere and constitutes the basis of most methods for esti-
mating radiation on inclined surfaces.

KT ¼ H

Ho
(9.31)

The fraction of diffuse radiation, Kd, can be calculated from the Kt fraction using
the relationships proposed by Erbs et al. O Collares-Pereira depicted in Fig. 9.26.

The direct and diffuse components of radiation can be estimated by applying
Eqs. (9.32) and (9.33).

Hb ¼ ð1� Kd ÞH (9.32)

Hd ¼ Kd H (9.33)

The Collares-Pereira and Rabl formula is used to disaggregate the daily global
irradiation into hourly values (Eqs. 9.34e9.36).

r ¼ p

24
ðaþ b cos uÞ

�
cos u� cos uS

sin uS � uS cos uS

�
(9.34)

a ¼ 0:409þ 0:516 sin
�
uS � p

3

	
(9.35)

a ¼ 0:6609� 0:4767 sin
�
uS � p

3

	
(9.36)

And for the diffuse irradiance, the equation by Liu and Jordan is used:

a ¼ 0:409þ 0:516 sin
�
uS � p

3

	
(9.37)

Therefore, the instantaneous global irradiance (sum of direct and diffuse) is given by
the following equation:

I ¼ ðIb þ IdÞ ¼ rH (9.38)
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FIGURE 9.26

Kd versus KT relationship.
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where the diffuse and direct components are:

Id ¼ rdHd (9.39)

Ib ¼ ðrH � rdHdÞ (9.40)

4.1.3.1 Irradiance on a Fixed or Tracked Collector Plane
To calculate the irradiance on a collector plane, direct, diffuse, and global irradiance
must be calculated on a horizontal surface every short period of time on a character-
istic day of each month. The following input parameters must be defined to perform
these calculations: Julian day, latitude, irradiation (H), and timer. The global irradi-
ance in a horizontal plane is the sum of direct irradiance and diffuse irradiance:

Then, both the direct and diffuse irradiance on the tilted PV modules must be
calculated taking into account both the unit solar vector

�
s!� and the unit vector

of the collector plane (n).

• Direct irradiance received by the modules
�
Ibb
�
: The most widely accepted

approach for estimating the direct daily radiation on a sloped surface considers
the geometric position of the Sun and the collector and is based on the hy-
pothesis of proportionality between the fractions of direct and extraterrestrial
radiation.

Ibb ¼ Ib$
cos q

cos qZ
(9.41)

• Diffuse irradiance received by the modules
�
Idb
�
: The estimation of this

parameter is based on the isotropic model, which assumes that the distribution
of the diffuse radiation is independent of the azimuth and the zenith angle;
therefore radiation from any point in the celestial hemisphere has the same
intensity.

Idb ¼ Id

�
1þ cos b

2

�
(9.42)

• Reflected irradiance received by the modules
�
Irb
�
: It is usually assumed that the

terrain behaves as a horizontal and infinite surface that reflects radiation in an
isotropic way.

Irb ¼ ðId þ IbÞ$r$
�
1� cos b

2

�
(9.43)

where r is the albedo of the ground, which is highly variable and depends on the
soil type. A constant value (r ¼ 0.2) is supposed in many works.

• Total irradiance received by the modules (Ib): It is the sum of the three radiation
components:

Ib ¼ Ibb þ Idb þ Irb (9.44)
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The total irradiance on a sloped plane is then given by the following equation:

Ib ¼ Ib$
cos q

cos qz
þ Id

�
1þ cos b

2

�
þ ðId þ IbÞ$r$

�
1� cos b

2

�
(9.45)

Considering that the position of the PVarray at a specific moment is described by
the vector n!, normal to the collector plane:

cos q ¼ n!$ s! (9.46)

cos b ¼ n!$ k
!

(9.47)

The equation for estimating the irradiance is:

Ib ¼ Ib$
n!$ s!
cos qz

þ Id

 
1þ n!$ k

!
2

!
þ ðId þ IbÞ$r$

 
1� n!$ k

!
2

!
(9.48)

If the PV array is mounted on a one-axis tracker, vector n! moves and, in this
case, its instantaneous expression is given by Eq. (9.49).

n!¼
0
@cos c� sin c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð e!$ s!Þ2

1� ð e!$ s!Þ2

s 1
A e!þ

0
@sin c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

1� ð e!$ s!Þ2
s 1

A s! (9.49)

where the e! and c values depend on the type of tracking, as shown in Table 9.3.
For a two-axis tracker:

n!¼ s! (9.50)

4.1.4 Power Calculations
The main objective of a PV installation is to produce the power required by the
pumps to lift or inject the water into the irrigation system.

4.1.4.1 Electric Power Generated by the Photovoltaic Modules
This power can be calculated by applying the following equation:

PPV ¼ Ib$PP

1000
(9.51)

Table 9.3 e! and c for Different Types of One-Axis Tracking

Tracking Type e
!

c

Vertical axis 0 i
!þ 0 j

!þ 1 k
! b

EeW horizontal axis 1 i
!þ 0 j

!þ 0 k
! p

=

2

NeS horizontal axis 0 i
!þ 1 j

!þ 0 k
! p

=

2

NeS inclined axis 0 i
!� sins j

!þ coss k
! p

=

2

Polar 0 i
!� sin 4 j

!þ cos 4 k
! p

=

2
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where Ib is the total irradiance over the inclined plane where the PV modules are
arranged and PP is the peak power of the PV system. With the equations discussed
in this chapter, this parameter can be calculated at different times of the year.

4.1.4.2 Power Transmitted to the Pump Shaft
The shaft power supplied to the pump, P, can be calculated as a function of the PV
power, PPV, provided by the PV array by applying Eq. (9.52).

P ¼ PPV$hM$hC (9.52)

where hC is the efficiency of the converter. This value is higher than 0.95 for most
commercial converters. hM is the efficiency of the asynchronous motor, and this ef-
ficiency increases as the frequency of the electrical current diminishes. A constant
value of 0.8 can be used as a conservative criterion.

4.1.4.3 Net Power Transmitted to the Water Flow
The power transferred to the water flow can be calculated by multiplying the shaft
power by the pump efficiency, hP.

Pu ¼ g$Q$H ¼ P=hP (9.53)

where g is the specific weight of the water.

5. DESIGN OF PHOTOVOLTAIC IRRIGATION SYSTEMS
The procedure recommended by the authors to the design and size the PV irrigation
system is based on performing a simulation of the system performance. This simu-
lation is based on the equations that describe both the PV generation subsystem and
the irrigation subsystem that have been discussed in this chapter. The following
stages in the design process should be considered.

First of all, the study period must be defined. This study period may be a whole
year or the period in which the PV is going to operate (cropping cycle). The study
period should be disaggregated into shorter periods (weeks, months) for which the
invariance of the main variables of the system, such as irradiance, solar position, irri-
gation requirements, etc., will be assumed. The shorter the selected period, the more
precise the simulation will be. A simulation of the system is then performed for a
representative day within this period (for example, the middle of the period). This
simulation includes the following stages:

1. Input data and initialization of the design variables. The first stage in the
design process is to initialize the parameters and variables required in the
simulation of the PV irrigation system:
• Type of PV plant and initial PP
• Type of irrigation system: number of pumps and performance curve of the

pumps, total area to irrigate, number of irrigation sectors, type and discharge
of the emitters, crops, etc.
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• Economic data: installation costs of the PVand irrigation equipment, price of
energy and products, discount rate and useful life of the system, etc.

2. Simulation of the energy received and power supplied by the PV array:
• Determination of direct, diffuse, and global irradiance on the horizontal

plane.
• Determination of the three components of the solar vector ( s!) for every

period.
• Determination of the three components of the normal vector to the collector

plane ( n!), applying the right equation depending on whether it is fixed or
not.

• Calculation of the PV power produced by the PV array and the shaft power
transferred to the pumps by the electric motor.

3. Calculation of the operating point of the pumping system. This depends on
the type of irrigation system: pumping to an elevated tank or direct irrigation. In
the latter case, the use of noncompensating emitters, the number of irrigation
sectors, and the number of sectors in operation have to be considered. In this
stage, the frequency of the AC, the discharge, and head of the pumping system
are determined.

4. Calculation of the irrigation water requirements. This is to estimate
the irrigation application time and the volume of water that has to be pumped by
the pumping system. The irrigation water requirements depend on many
factors, such as the weather conditions of the area, the type of crop and cropping
systems, and the efficiency of the irrigation system. The FAO approach [51] has
been widely used worldwide to calculate these crop water requirements
because of its good level of precision and ease of use. According to this
methodology, crop evapotranspiration (ETc) is calculated by the following
equation:

ETc ¼ ETo � Kc (9.54)

where ETo is the reference evapotranspiration for a standardized crop whose can-
opy characteristics do not change. ETo depends on climate conditions. Kc is the
crop coefficient, which is the ratio between the evapotranspiration of a specific
crop and the evapotranspiration of the reference crops. ETo can be calculated
using the PenmaneMonteith equation [51]. Appropriate values for the Kc must
be chosen depending on the type of crop. Calculating the irrigation water needs
is a complex task; therefore consulting specific literature on this issue is recom-
mended for this purpose.

5. Establishing a water and energy balance. Both water and energy balances can
be established. As a result, the total volume of irrigation water pumped by the
pumping system and the total energy consumed can be calculated.
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6. Calculation of technical and economic performance of the system. From the
water and energy balance results, performance indicators of the system can be
calculated. These performance indicators allow the technical and economic
evaluation of the designed system. Technical indicators include the efficiency of
water and energy use, that is, the fraction of the irrigation needs that have been
satisfied and the fraction of the produced energy that has been used. Economic
indicators, such as the net present value (NPV), payback period, profitability
index, or internal rate of return are useful to evaluate the economic profitability
of the designed system.

7. Repeating the simulation process for other PP values and other design pa-
rameters. Once the complete simulation (steps 1 to 6) of the system has been
performed for one set of parameters, the process must be repeated by changing
the set of input parameters. The main variable that must be considered to
optimize the PV irrigation system is the PP of the PV plant. To perform the
required iterations quickly, a computer simulation program must be developed.
The authors have developed a software program on an Excel spreadsheet to
automate the process.

For the sake of illustration of the procedure discussed in this section, Table 9.4
shows the results of a daily simulation of a simple PV pumping system consisting of
a fixed speed pump that lifts water to a tank. In this example, 3-min periods are
considered and the water pump is put into operation when the produced PV power
is higher than a threshold power that is required to lift the water to the tank.

Using this procedure, the authors have optimized and assessed the profitability of
different types of more complex PV irrigation systems. They applied this methodol-
ogy to an olive orchard farm [22] and to a greenhouse farm for growing vegetables in
the south of Spain [24].

In the first case, the authors proposed combining the methodology discussed in
this section together with a deficit irrigation approach. This new approach to PV irri-
gation design, termed Photovoltaic Opportunity Irrigation, proved to be very effi-
cient both from a technical and economic point of view as it improved the
efficiency of irrigation water, the indices of energy used, and the NPVof the system.
The results found in this work show that significant reductions in the PP of the PV
system could be achieved by using the proposed methodology. The economically
optimal designs provided by the model were not achieved for a complete irrigation
of the crop but for a deficit one. This implied that not only a reduction in the invest-
ment costs of the PV system but also some water savings (from 4% to 6% in the
study case), which is very important in areas with water scarcity.

In the second case, the authors concluded that stand-alone direct pumping irriga-
tion systems were a technical and economically feasible alternative to irrigate green-
house crops, provided that an appropriate design of the irrigation system was carried
out. Particularly, the number of irrigation sectors was a variable that significantly
affected the system profitability.
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Table 9.4 Daily Simulation of a Photovoltaic Pumping System Composed of a Fixed Pump and a Tank
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NOMENCLATURE

Cem Electromagnetic torque (N$m)
Cl Resistive torque (N$m)
fb Base frequency (Hz)
IM Induction machine
is Stator current (A)
isd Direct component of the stator current (A)
isq Quadratic component of the stator current (A)
J Inertia moment (kg$m2)
ls Cyclic stator reluctance (H)
MPPT Maximum Power Point Tracking
Ppv Photovoltaic power (W)
PVPS Photovoltaic water Pumping Systems
PWM Pulse Width Modulation
rr Rotor phase resistance (U)
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rs Stator phase resistance (U)
V Volume of the pumped water (m3)
Vr Rotor voltage (V)
Vrd Direct component of the rotor voltage (V)
Vrq Quadratic component of the rotor voltage (V)
Vs Stator voltage (V)
Vs0 Base voltage (V)
Vsd Direct component of the stator voltage (V)
Vsq Quadratic component of the stator voltage (V)
wg Slip pulsation (rad/s)
ws Stator pulsation (rad/s)
4s Stator flux (Wb)
4r Rotor flux (Wb)
4rd Direct component of the rotor flux (Wb)
4rq Quadratic component of the rotor flux (Wb)
U Mechanical speed (rad/s)

1. INTRODUCTION
In remote areas in Tunisia, traditional systems are used for agriculture, such as the
diesel engine pumps, to extract water from wells. These systems are easy to install;
however, they present some major inconvenience because they involve frequent re-
pairs and refueling, and often the diesel is not available in these areas. Furthermore,
the use of fossil fuels causes environmental problems such as the emission of carbon
dioxide (CO2) into the atmosphere. However, there is a great potential of both solar
energy source and underground water reserve, which is encouraging for an off-grid
photovoltaic water pumping system (PVPS). The main purpose of this study is to
provide water for agricultural applications using clean energy.

Over the past few years, in this area, research interests are essentially related to
the modeling [1e4], optimization [5], and the adaptation system [6] of the PVP
supply. According to equipment needs, many others researches were focused on
PV pumping from sizing points, based on the potential of solar energy and water
demand [7]. Other works of PVPS concentrated on the pump performances [8].
The same works of different PVPS were studied in different sites [9,10]. Other
investigators established strategies to ensure optimum energy management of PV
systems [11e13]. Therefore, numerous algorithms are advanced to predict climatic
parameters performance throughout daylight.

DC motors were first used because they provide easy operation with low-cost
power conversion [14,15]. Operational pumping systems have revealed that these
types of pumps need regular maintenance. To overcome this weakness, brushless
permanent-magnet motors have been suggested [16]. Nevertheless, this solution is
restricted for low-power PV systems. The induction motorebased PV pumping
systems offer an alternative for a more efficient and maintenance-free system [17].
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This paper presents a comparison between the scalar and the vector methods, in
terms of power, daily cumulative water and the overall efficiency of each PVPS,
when controlling an asynchronous motor that drives an online water pump. The
pump is supplied only with a photovoltaic panel that provides maximum power
thanks to the maximum power point tracking (MPPT) algorithm (Fig. 10.1). The
system components are modeled in Section 2. In Section 3, the scalar control
used for controlling the asynchronous machine is presented. The vector control is
detailed in depth in Section 4. Section 5 illustrates the results and discussion. Finally,
Section 6 is the chapter conclusion.

2. MODELING OF THE SYSTEM COMPONENTS
As it has been mentioned previously, the system studied here is composed of photo-
voltaic panels, a water pump driven by an asynchronous machine. Using the
measured temperature and solar radiation, the photovoltaic voltage and current at
maximum power point (MPP) are expressed by [18]:

Vpv ¼
�
12þ 0:07 �

�
T þ G

40
� 25

�
� 0:8 � 1:2e�3 � G

1000

�
�
�
T þ G

40
� 25

�

þ 3:35 �
�

G

1000
� 1

�
(10.1)

FIGURE 10.1

Online photovoltaic water pumping system principle.
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��
�
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The motor pump adopted is an asynchronous machine. The motor mode and
vector transformation in the asynchronous machine circuits provide the dynamic
model of the asynchronous motor in the deq reference frame (Eq. 10.3) [19,20]:8>>><

>>>:
Vs ¼ Vsd þ jVsq ¼ rsIs þ d

dt
4s þ jws4s

Vr ¼ Vrd þ jVrq ¼ rrIr þ d

dt
4r þ jwg4r

(10.3)

In addition, the machine flux is expressed as follows:(
4s ¼ lsIs þ mIr
4r ¼ lrIr þ mIs

(10.4)

The associated motion equation is given by Eq. (10.5) [20]:

d

dt
U ¼ p

1

J
ðCem � ClÞ (10.5)

It is considered that the machine is coupled to a centrifugal pump having a load
torque Cl, which can be expressed as [20]:

Cl ¼ kU2 (10.6)

The electromagnetic torque is given by Eq. (10.7) [21].

Cem ¼ p

�
m

lr
4driqs � 4qrids

�
(10.7)

3. SCALAR CONTROL
The principle of the scalar control method consists in maintaining Vs

fs
constant. This

allows maintaining the flux constant. The torque control is done through the slip
variation. In permanent state, the expression of the maximum torque is given by
Eq. (10.8):

Cem ¼ 3p

2Nr

�
Vs

ws

�2

(10.8)

where Vs is given (using phase diagram) by Eq. (10.9) [22].
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ffiffiffi
2

p
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Fig. 10.2 presents the regulation method of the machine speed by reconstituting
the stator pulsation.

4. THE VECTOR CONTROL
4.1 ESTIMATION OF THE TORQUE AND THE FLUX
In this case, the asynchronous motor is controlled by vector control with a rotor flux
orientation. In fact, the torque control is made by calculating the desired components
iqs and ids of the stator current. It is maximum for a given current if4qr ¼ 0 is imposed.
During the operation, the rotor flux is positioned to coincide with the d-axis compo-
nent (i.e., 4dr ¼ 4r and 4qr ¼ 0). Thus, it becomes possible to control the torque
independently by acting on the q-axis stator current, whereas the rotor flux can be
controlled with the d-axis stator current. Hence, by keeping the rotor flux constant,
the motor torque is directly controlled, the expression of the rotor flux is then given
by Eq. (10.10):

4rd ¼ m

1þ srs
isd (10.10)

Consequently, the electromagnetic torque Cem is proportional to the quadratic
stator current isq. Then, the torque can be expressed by [23]:

Cem ¼ p
m

lr
4risq (10.11)

-
PI

Photovoltaic
panel

+ Inverter

p

+ - 

FIGURE 10.2

The block diagram of a scalar control of the induction machine.
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4.2 SELECTION OF THE REGULATORS
The regulators used are PI type whose transfer functions are given by:

RðsÞ ¼ Kpð1þ spsÞ
sps

(10.12)

For the selection of the regulator parameters, the method of zeros compensation
is adopted [24]. The flux regulator output allows the direct stator current isd to be
generated, using Eq. (10.10). The transfer function relating the current to the voltage
of the direct stator component is given by Eq. (10.13). The regulation scheme is
given by Fig. 10.3.

H1ðsÞ ¼ isdðsÞ
vsd� ðsÞ ¼

1�
rs þ m2

lrsr

�

1þ ks�
rs þ m2

lrsr

� s

(10.13)

Using Eq. (10.11), the torque regulation ensures the regulation of the quadrature
stator current isq. The transfer function relating the current to the voltage of the quad-
rature stator component is given by Eq. (10.14) with its principle described by
Fig. 10.4:

H2ðsÞ ¼ isqðsÞ
vsqðsÞ ¼

1�
rs þ m2

lrsr

�

1þ ks�
rs þ m2

lrsr

� s

(10.14)

sqi
+ - 

PI Cem lr
isqϕr= p m

—

FIGURE 10.4

Principle of the torque regulation.

+ -
Flux m

regulator —1 + τrs

FIGURE 10.3

Principle of flux regulation.
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The pump resistive torque depends on the squared speed. Thus, the elaboration of
the transfer function relating the electromagnetic torque variation to the electric
speed variation must be done around an operating point (Fig. 10.5). This transfer
function is given by Eq. (10.15):

HðsÞ ¼ DUðsÞ
DCemðsÞ ¼

1

2klU0

1þ J

2klU0
s

(10.15)

4.3 CALCULATION OF THE ELECTRIC SPEED REFERENCE
To evaluate the speed reference, losses in the stator are taken into consideration. In
fact, the power balance of the asynchronous machine is given by Eq. (10.16) [24]:

Pl ¼ Ppv � 3

2
rsI

2
s (10.16)

Consequently, for the vector control, the rotor pulsation can be evaluated from:

Pl ¼ CemUs ¼ Cem
ws

p
(10.17)

where

Cem ¼ kl U2 (10.18)

Thus, Eq. (10.17) becomes

Pl ¼ kl
p3

ðwþ wgÞ w2 (10.19)

Moreover, the stator current is a function of the direct and quadrature current:

Is ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i2sd þ i2sq

q
(10.20)

where

isd ¼ 4rd

m
(10.21)

+ - 
PI 

FIGURE 10.5

Principle of speed regulation.
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isq ¼ 2

3

lr kl
p3m 4r

w2 (10.22)

Using Eq. (10.23) [24]:

wg ¼ m

sr

1

4r
isq (10.23)

Eq. (10.16) may be written as follows:

a w4 þ b w3 þ c ¼ 0 (10.24)

where

a ¼ 12

18p6
rs

�
lrkl
m4r

�2

þ 2

3

k2

p6
rr
42
r

(10.25)

b ¼ kl
p3

(10.26)

c ¼ 3

2
rs

�4r

m

�2 � Ppv (10.27)

The resolution of Eq. (10.24) allows deducing the reference electric speed. The
comparison results of both control methods are detailed in Section 5.

5. RESULTS AND DISCUSSION
With the aim of evaluating the proposed field-oriented control rule for the vector
control and comparing it with the scalar control approach, simulations were carried
out, using data measured from the target location (Sfax, Tunisia). The nominal value
for the reference value of the rotor flux values 4rd ¼ �0.36 Wb and 4rq ¼ 0 Wb are
selected.

Fig. 10.6A and B demonstrate the evolution of the radiance and the photovoltaic
power corresponding to a typical sunny day (October 22, 2016). Figs. 7e9 show,
respectively, the curves of the mechanical power, stator pulsation, and stator voltage
responses, using the scalar control, using the data measured in three different days in
Summer, Autumn, and Winter. These figures show that the scalar control allows a
good function of the induction machine but it is not possible to operate at the
MPP points.

Figs. 10e12 show the characteristics of the mechanical power, electric speed,
and the rotor flux responses, using the vector control for the selected days. With
the aim of testing the effectiveness of the suggested method (vector control), the
simulation for 3 days is performed, allowing therefore the radiance and temperature
to change. It is clear that in rapid changing in atmospheric conditions, the panel is
able to operate around the optimal value. The obtained curves demonstrate the
viability of the suggested structure. In Figs. 10e12, the flux magnitude is retained
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FIGURE 10.6

Photovoltaic characteristics for October 22, 2010. (A) Solar radiation, (B) Photovoltaic

power.

FIGURE 10.7

Evolution using the scalar control for December 6, 2016.

FIGURE 10.8

Evolution using the scalar control for October 22, 2016.



at its nominal value of �0.36 Wb. Moreover, these figures show that the rotor pul-
sation meets perfectly with its reference.

The useful power of the centrifugal pump is expressed by Eq. (10.28) [20]:

PuðtÞ ¼ hPl ¼ rgHqðtÞ (10.28)

where r is the density (kg/m3); g is the acceleration of gravity (m2/s), H is the height
of rise (m), q(t) is the flow (m3/s), Pl is the absorptive power, which is obviously a
mechanical power on the shaft coupled to the pump and h is the pump efficiency.

FIGURE 10.9

Evolution using the scalar control for August 22, 2016.

FIGURE 10.10

Evolution using the vector control for December 6, 2016.
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FIGURE 10.11

Evolution using the vector control for October 22, 2016.

FIGURE 10.12

Evolution using the vector control for August 22, 2016.

FIGURE 10.13

Water volume comparison.
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Fig. 10.13 and Table 10.1 illustrates the pumped water volume obtained using the
scalar and vector control in the three seasons: cold, medium, and hot seasons. The
results show that, using the vector control method, the pumped volume is clearly
higher than using the scalar method.

6. CONCLUSION
An optimal process of a photovoltaic pumping system based on an induction
machine was detailed. The goal was to ensure maximum motor efficiency after
extracting maximum photovoltaic power with MPPT method. A comparative study
was carried out on two control methods: scalar and the vector control. The simula-
tion results show the increase of both the daily pumped quantity and pump
efficiency, reached by the vector control. The investigation of the vector control
with cheap available electronic instruments still is an objective for generalizing
and spreading the use of photovoltaic energy in water pumping applications.

ANNEX

Table 10.1 Water Volume Pumped Using the Scalar and Vector Control
Methods

Season

Volume Obtained
With Scalar Control
(m3 per day)

Volume Obtained
With Vector Control
(m3 per day)

Hot season 208.9 317.8

Moderate season 166.9 277.45

Cold season 81.72 127.4

Table A Parameters of the Asynchronous Machine

Nominal voltage [V] 220/380 V Stator resistance [U] 2.3

Nominal stator current [A] 21 Rotor resistance [U] 2.3

Nominal power [kW] 4.5 Stator mutual inductance [H] 0.462

Nominal torque [Nm] 28 Rotor mutual inductance [H] 0.462

Nominal speed [tr/mn] 1435 Inertia moment [kg$m2] 0.0049

Pairs poles number 2
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NOMENCLATURE

G Solar irradiance, W/m2

Isc Short circuit current, A
Ipv PV current, A
K1, K2,

K3 and K4

Switches

Pbatt Battery power, W
Pelec Electrolyzer Power, W
Pin Input power, W
Pload Load power
Pout Output power, W
Raux Auxiliary load
Spv Solar module surface, m2

Ta Ambient temperature, �C)
Voc Open circuit voltage, V
Vpv PV voltage, V
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Greek Letters
DP Available power
hpv�max Maximum Photovoltaic efficiency

List of Abbreviations
AC Alternate current
DC Direct current
EM Energy management
FC Fuel cell
FF Fill factor
HRES Hybrid renewable energy sources
MSMSS Multi-sources multi-storage systems
PEMFC Proton exchange membrane fuel cells
SOC State of Charge
SOCmin Minimum State of Charge
SOCmax Maximum State of Charge
STC Standard Tests Conditions
RES Renewable energy systems

1. INTRODUCTION
The term “photovoltaic” refers to the photovoltaic effect discovered by Alexandre
Edmond Becquerel in 1839 [1]. Photovoltaic solar energy is the electricity pro-
duced by transforming part of the solar radiation using a photovoltaic cell. Photo-
voltaic cells are manufactured with semiconductor materials produced from a very
pure material, such as silicon. These materials emit electrons when subjected to the
action of light. These are ejected from the material and in a closed circuit, thereby
producing electricity [2]. Most people know about photovoltaic, wind, and some
other renewable energy sources, but because of their nonlinearity, hybrid energy
systems are proposed to overcome this problem with important improvements.
In general, hybridization consists of combining several energy sources and storage
units within the same system to optimize the production and energy management
(EM). In review papers, they can be found under the following names: hybrid
renewable energy sources (HRESs) [3e9] or multisources multistorage systems
(MSMSSs) [10e12].

To control the power exchange between the different sources, EM strategies
must be used. This chapter is focused on EM control of renewable energy systems
(RESs). There are different methods proposed in literature [11e38]. Each method
differs from another in the control algorithm. Most of them are based on On/Off
switches that can be resolved using conventional or intelligent algorithms
[36e38]. Others are based only on batteries or supercapacitors state of charge
(SOC) [35]. In all cases, the mathematical model is generally based on power bal-
ance equation.
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2. PHOTOVOLTAIC PRINCIPLE, CELLS TECHNOLOGIES, AND
EFFICIENCIES

2.1 PHOTOVOLTAIC PRINCIPLE
The photovoltaic cells use the photoelectric effect to produce direct current by ab-
sorption of solar radiation. This effect allows the cells to directly convert the light
energy of the photons into electricity by using a semiconductor material carrying
electrical charges [2]. The semiconductor material has two parts (Fig. 11.1), one
having an excess of electrons (type N) and the other a deficiency of electrons
(type P) [4].

2.2 PHOTOVOLTAIC CELL EFFICIENCY
An individual cell produces very little electrical power. To produce more power, the
cells are assembled to form a panel. Several cells connected in series increase the
voltage for the same current, while the connection in parallel increases the current
while maintaining the voltage. The output current and thus the power will be propor-
tional to the panel area. Efficiency in photovoltaic panels is the ability of a panel to
convert sunlight into energy. This value is important to choose the correct panels for
a specific photovoltaic system application. The photovoltaic efficiency is given
as [4]:

hpv ¼
Pout
Pin

¼ Vpv$Ipv
Spv$G

(11.1)

where, Pout is the output power; Pin is the input power; Vpv and Ipv are, respectively,
PV voltage and current; Spv is the solar module surface; and G is the solar irradiance.

Under STCs (G ¼ 1000 W/m2, Ta ¼ 25�C), the maximum efficiency will be cal-
culates as:

hpv�max ¼
Ppv�max

Pin
¼ Vpv�max$Ipv�max

Spv$GSTC
¼ Vpv�max$Ipv�max

Spv$1000
(11.2)

Type N 

PN junction 

Type P 

+ 
- 

FIGURE 11.1

Photovoltaic cell technology.
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The fill factor describes how square the IpveVpv curve is. It is defined as
follows:

FF ¼ Ppv�max

Voc$Isc
¼ Vpv�max$Ipv�max

Voc$Isc
(11.3)

where Voc and Isc are, respectively, the open-circuit voltage and short-circuit current.
So, the maximum efficiency can be expressed as:

hpv�max ¼
FF$Voc$Isc
Spv$1000

(11.4)

The most efficient solar panels commercially available today have solar panel
efficiency just above 20%.

3. ENERGY MANAGEMENT FOR PHOTOVOLTAIC
INSTALLATIONS

3.1 PHOTOVOLTAIC SYSTEMS WITH STORAGE
3.1.1 Photovoltaic Systems with Battery Storage
The structure generally includes a PV generator, DC/DC converters, a battery bank,
and an inverter supplying a stand-alone load. The schematic structure can be repre-
sented as in Fig. 11.2 [35].

The key decision factors for the EM strategies are the power Ppv provided by PV
panels and the SOC of the batteries. The use of the management allows producing
maximum power from the PV array, protect the batteries against overcharge, and
deep discharge and satisfy the energy needs.

PV panels 

Po
w

er
 M

an
ag

em
en

t 

Stand-alone
load 

DC/AC 

DC/DC

DC/DC 

Battery bank

FIGURE 11.2

Schematic PV system with battery storage.
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3.1.1.1 First Structure of PMC
In this structure, it has used only three switches K1, K2, and K3 (Fig. 11.3). The
switch K1 is used for the photovoltaic power flow while the second switch K2 is
used for the battery power flow and the third one K3 is used for both photovoltaic
and batteries for the compensation mode.

The available power (DP) given by the balance equation between photovoltaic
power and load power is calculated as [36]:

DP ¼ Ppv � Pload (11.5)

According to the mathematical value of the available power (DP), it will obtain
two cases. If DP � 0, the load will be supplied by PV panels while the batteries are
charging. In the second case, where DP < 0, the PV power can be null or insufficient
to feed the load; so batteries are added to satisfy the power load (Table 11.1).

Depending on the different tests on DP, Ppv, and SOC, the system operates in one
of the following modes (Fig. 11.4). In this first structure, five different modes are
observed, which are the following:

Mode 1: In this mode, the photovoltaic power (Ppv) is quite sufficient to supply
the load and charge the batteries (so DP � 0 and SOC < SOCmax).

Mode 2: The power supplied by PV panels is insufficient (0 < Ppv < Pload); in
this case, the power of the batteries is added to satisfy the power load demand
(SOC > SOCmin). It is the compensation mode, so Pload ¼ Ppv þ Pbat.

K2

K1 K3
SOC

Ppv

Pload

FIGURE 11.3

Energy management based on three switches (PV/battery system).

Table 11.1 Different Cases of the Available Power in the First Configuration
(PV/Battery System)

DP Load Batteries

Case 1 � Supplied by PV Charging

Case 2 < Supplied by batteries Discharging
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Mode 3: This mode is operating when no energy provides from the photovoltaic
generator (DP < 0), so batteries alone supply the load (SOC > SOCmin).

Mode 4: The photovoltaic power is sufficient and batteries are completely
charging so the disconnection of the batteries is necessary to protect them
(SOC ¼ SOCmax).

Mode 5: In this mode, there is no production from the PV generator and the bat-
teries are discharged, so the load will be disconnected (SOC ¼ SOCmin).

The different modes depend on the three switches K1, K2, and K3. Mathemati-
cally, it can obtain two power n combinations (2n), which correspond to eight
(23 ¼ 8) cases (Table 11.2).

After simplifications, it is possible to obtain the Table 11.3.
But practically only five cases can be exploitable (Table 11.4).
The different powers can be expressed in terms of the different switches consid-

ered as Boolean values (0 or 1) as:

Ppv ¼
�
K1$K2$K3 þ K1$K2$K3 þ K1$K2$K3

�
$Ppv (11.6)

Pbatt ¼
�
K1$K2$K3 þ K1$K2$K3

�
$Pbatt (11.7)

Ppv, Pload, SOCmin, SOCmax

P  0

Calculate P= Ppv - Pload

SOC< SOCmax
SOC>SOCmin

Ppv=0
Mode 1Mode 4

Mode 3Mode 2

Mode 5

Yes

No Yes

Yes

No

No

No

Yes

FIGURE 11.4

Energy management strategy of the PV/battery system.
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These equations can be minimized to:

Ppv ¼ ðK2 þ K1Þ$Ppv (11.8)

Pbatt ¼ ðK3 þ K1Þ$Pbatt (11.9)

Table 11.2 Mathematically Cases Based on Three Switches of PV/Battery
System

Switches

Modes

Powers

K1 K2 K3 Ppv Pbatt Pload

0 0 0 Mode 5 0 0 0

0 0 1 Mode 3 0 Pbatt Pbatt

0 1 0 Mode 4 Ppv 0 Ppv

0 1 1 Mode 2 Ppv Pbatt Ppv þ Pbatt

1 0 0 X X X X

1 0 1 X X X X

1 1 0 Mode 1 Ppv 0 Ppv

1 1 1 X X X X

Table 11.3 Simplified Table in the Case of Three Switches (PV/Battery
System)

Switches

Modes

Powers

K1 K2 K3 Ppv Pbatt Pload

0 0 0 Mode 5 0 0 0

0 0 1 Mode 3 0 Pbatt Pbatt

0 1 0 Mode 4 Ppv 0 Ppv

0 1 1 Mode 2 Ppv Pbatt Ppv þ Pbatt

1 1 0 Mode 1 Ppv 0 Ppv

Table 11.4 Real Cases Based on Three Switches of PV/Battery System

Modes Sources DP SOC K1 K2 K3 Pload

Mode 1 PV �0 SOC < SOCmax 1 1 0 Ppv

Mode 2 PV þ Battery <0 SOC > SOCmin 0 1 1 Ppv þ Pbatt

Mode 3 Battery <0 SOC > SOCmin 0 0 1 Pbatt

Mode 4 PV �0 SOC ¼ SOCmax 0 1 0 Ppv

Mode 5 / <0 SOC ¼ SOCmin 0 0 0 0
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Therefore, the load power is given as:

Pload ¼ ðK2 þ K1Þ$Ppv þ ðK3 þ K1Þ$Pbatt (11.10)

3.1.1.2 Second Structure of PMC
In this structure, four switches (K1, K2, K3, and K4) have been used. The fourth
switch is used to store the power excess, if there is, in a derivate load or an auxiliary
source (Fig. 11.5).

The available power DP (Eq. (11.1)) has to be determinate. According to its
mathematical value, it is noticed in three cases. If DP > 0, the load will be supplied
by PV panels while the batteries are charging and if there will be an excess of power,
it will be dissipated through a dump load, hence, the need of adding the fourth switch
K4 (Fig. 11.5). In the second case, where DP < 0, the load is supplied only by bat-
teries until their discharging, and in the last case, where DP ¼ 0, the load will be sup-
plied only by PV panels (Table 11.5).

The EM strategy of PV/battery system based on four switches can be represented
in the following flowchart (Fig. 11.6). Depending on the different tests on DP, Ppv,
Pload, and SOC, the system operates in one of the different modes.

Mode 1: In this mode, the photovoltaic power (Ppv > Pload) is quite sufficient to
supply the load and charge batteries.

Mode 2: The power supplied by PV panels is insufficient (0 < Ppv < Pload); in
this case, the power of batteries is added to satisfy the power load demand. It is
the compensation mode.

Mode 3: This mode is operating when no energy provides from the PV generator
(Ppv ¼ 0), so the batteries alone supply the load.

Raux

K2

K1 K3
SOC

Ppv

K4

FIGURE 11.5

Power management based on four switches (PV/battery system).
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Table 11.5 Different Cases of the Available Power in the Second
Configuration of PV/Battery System

DP Load Batteries

Case 1 > Supplied by PV Charging

Case 2 < Supplied by batteries Discharging

Case 3 ¼0 Supplied by PV d

Ppv, Pload, SOCmin, SOCmax

P=0

Calculate P= Ppv - Pload

SOC< SOCmax

SOC>SOCmin

Ppv>Pload
Pload=Ppv

Mode 4

Mode 1

Yes

No

Yes

No

No

No

Yes

Mode 2

Ppv=0

Yes

Mode 3

No

Mode 6

Ppv=0
Yes

Mode 7

No

Mode 5

Pload=0

Yes

Mode8

No

FIGURE 11.6

Energy management strategy of PV/battery system based on four switches.
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Mode 4: The PV power is sufficient (DP ¼ 0 and Ppv ¼ Pload), batteries are
completely charging so the disconnection of the batteries is necessary to protect
them.

Mode 5: The produced photovoltaic power (Ppv > Pload) is sufficient to supply
the load and batteries are fully charged (SOC ¼ SOCmax), so the excess energy
will be dissipated in a derivate load or in an auxiliary source.

Mode 6: The produced photovoltaic power is insufficient to supply the load
(Ppv < Pload) and the batteries are discharged (SOC < SOCmin).

Mode 7: In this case, there is no PV power production (during night or cloudy
day Ppv ¼ 0) and batteries are completely discharged, so the load will be discon-
nected (Pload ¼ 0).

Mode 8: The produced photovoltaic power (Ppv > Pload) is sufficient to supply
the load and batteries are fully charged (SOC ¼ SOCmax), but the load is discon-
nected, so the excess energy will be dissipated in a derivate or dump load.

The different modes depend on the four switches K1, K2, K3, and K4. Mathemat-
ically, it can obtain 16 (24 ¼ 16) cases (Table 11.6). It is noticed that the four first
modes are the same than those in the first structure.

After simplifications, we obtain the Table 11.7.
The eight real modes are given in Table 11.8.

Table 11.6 Mathematically Cases Based on Four Switches of PV/Battery System

Switches

Modes

Powers

K1 K2 K3 K4 Ppv

Pbatt-

discharge Pbatt_charge Paux Pload

0 0 0 0 Mode 7 0 0 0 0 0

0 0 0 1 Mode 8 Ppv 0 0 0 Ppv

0 0 1 0 Mode 3 0 Pbatt 0 0 Ppv

0 0 1 1 X X X X X X

0 1 0 0 Mode 4 Ppv 0 0 0 0

0 1 0 1 Mode 5 Ppv 0 0 0 Ppv

0 1 1 0 Mode 2 Ppv Pbatt 0 0 Ppv þ Pbatt

0 1 1 1 X X X X X X

1 0 0 0 Mode 6 Ppv 0 1 0 Ppv

1 0 0 1 X X X X X X

1 0 1 0 X X X X X X

1 0 1 1 X X X X X X

1 1 0 0 Mode 1 Ppv 0 1 0 Ppv

1 1 0 1 X X X X X X

1 1 1 0 X X X X X X

1 1 1 1 X X X X X
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The different powers can be expressed in terms of the different switches as:

Ppv ¼
�
K1$K2$K3$K4 þ K1$K2$K3$K4 þ K1$K2$K3$K4 þ K1$K2$K3$K4

þ K1$K2$K3$K4

�
$Ppv

(11.11)

Pbatt�discharge ¼
�
K1$K2$K3$K4 þ K1$K2$K3$K4

�
$Pbatt (11.12)

Pbatt�charge ¼
�
K1$K2$K3$K4 þ K1$K2$K3$K4

�
$Pbatt (11.13)

Pderiv ¼
�
K1$K2$K3$K4 þ K1$K2$K3$K4

�
$Ppv (11.14)

These equations can be minimized to:

Ppv ¼ ðK1 þ K2 þ K4Þ$Ppv (11.15)

Pbatt�discharge ¼ K3$Pbatt (11.16)

Pbatt�charge ¼ K1$Pbatt (11.17)

Therefore, the load power is given as:

Pload ¼ ðK1 þ K2 þ K4Þ$Ppv þ K3$Pbatt�discharge (11.18)

3.2 OTHER STRUCTURES
3.2.1 Photovoltaic Systems with Fuel Cells
In this structure, four switches (K1, K2, K3, and K4) have been used. The fourth
switch is used to store in a derivate load [37,38] (Fig. 11.7).

According to the value of DP, three cases are noticed. If DP > 0, the load will be
supplied by the PV panel and the surplus PVenergy is stored in the form of hydrogen
by the electrolyzer, hence, the need for adding the fourth switch K4 (Fig. 11.8). In the

Table 11.7 Simplified Table Based on Four Switches of PV/Battery System

Switches

Modes

Powers

K1 K2 K3 K4 Ppv Pbatt Pload

0 0 0 0 Mode 7 0 0 0

0 0 0 1 Mode 8 Ppv 0 Pbatt

0 0 1 0 Mode 3 0 Pbatt Ppv

0 1 0 0 Mode 4 Ppv 0 Ppv

0 1 0 1 Mode 5 Ppv 0 Ppv

0 1 1 0 Mode 2 Ppv Pbatt Ppv þ Pbatt

1 0 0 0 Mode 6 Ppv 0 Ppv

1 1 0 0 Mode 1 Ppv 0 Ppv
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Table 11.8 Real Cases Based on Four Switches of PV/Battery System

Modes Sources DP SOC Pbatt Paux Pload

Mode 1 PV Ppv > Pload SOC < SOCmax Charge 0 Ppv

Mode 2 PV þ Battery 0 < Ppv < Pload SOC > SOCmin Discharge 0 Ppv þ Pbatt

Mode 3 Battery Ppv ¼ 0 SOC > SOCmin Discharge 0 Pbatt

Mode 4 PV Ppv ¼ Pload SOC ¼ SOCmax Charge 0 Ppv

Mode 5 PV Ppv > Pload SOC ¼ SOCmax Charge DP Ppv

Mode 6 PV Ppv < Pload SOC < SOCmin Discharge 0 0

Mode 7 / Ppv ¼ 0, Pload ¼ 0 SOC ¼ SOCmin Discharge 0 0

Mode 8 PV Ppv > Pload SOC ¼ SOCmax Charge DP Ppv
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second case, where DP < 0, the deficit energy can be taken from hydrogen by the
fuel cells. In the last case, where DP ¼ 0, the load will be supplied by PV panels
(Table 11.9).

Depending on the different tests DP, Ppv, and PFC, the system operates in one of
the following modes (Table 11.10).

Mode 1: In this mode, the photovoltaic power (Ppv > Pload) is quite sufficient to
supply the load and the excess energy will be stored in hydrogen by an electrolyzer
(PLoad ¼ Ppv, Pele ¼ DP).

Mode 2: The power supplied by PV is insufficient (0 < Ppv < Pload); in this case,
the power of fuel cells is added to satisfy the power demand. It is the compensation
mode (Pload ¼ Ppv þ PFC).

Mode 3: This mode is operating when no energy provides from the PV generator
(Ppv ¼ 0), so fuel cells alone supply the load (Pload ¼ PFC).

Mode 4: The PV power is sufficient (DP ¼ 0 and Ppv ¼ Pload).
Mode 5: In this case, there is no PVenergy production (during night Ppv ¼ 0) and

fuel cells are not powered by hydrogen, the load is disconnected (Pload ¼ 0).
Mode 6: The photovoltaic power produced is insufficient to supply the load

(Ppv < Pload) and the power fuel cells is zero (PFC ¼ 0, Pload ¼ 0, so Pelec ¼ Ppv).
The different modes depend on the four switches K1, K2, K3, and K4

(Table 11.10). Mathematically, it can obtain 16 cases (Table 11.10).
After simplification, we obtain the Table 11.11 and 11.12.
The EM strategy of PV/FC system based on four switches can be represented in

the following flowchart (Fig. 11.8).

K2

K1 K3
PFC

Ppv

K4

Raux

FIGURE 11.7

Energy management of PV/FC system based on four switches.
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The different powers can be expressed in terms of the different switches as:

Ppv ¼
�
K1$K2$K3$K4 þ K1$K2K3$K4 þ K1$K2$K3$K4

�
$Ppv (11.19)

PFC ¼ �
K1$K2$K3$K4 þ K1$K2K3$K4

�
$PFC (11.20)

Pelec ¼
�
K1$K2$K3$K4

�
$Ppv (11.21)

Table 11.9 Different Cases of the Available Power in PV/FC System

DP Load Electrolyzer

Case 1 > Supplied by PV Pelec ¼ DP

Case 2 < Supplied by fuel cells 0

Case 3 ¼ 0 Supplied by PV 0

P=0

YesNo

Mode1

YesNo

Ppv, Pload, PFC

P 0

Calculate P= Ppv - Pload

Ppv=0

Mode4

Yes

Mode 3

Yes

PFC=0

Mode 5

No

Yes

Mode 2

PFC=0

Mode 6

No

YesNo

FIGURE 11.8

Energy management strategy of PV/FC system based on four switches.
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These equations can be minimized to:

Ppv ¼ ðK2 þ K1Þ$Ppv (11.22)

PFC ¼ ðK3Þ$PFC (11.23)

Pelec ¼ ðK4Þ$Ppv (11.24)

Table 11.10 Mathematically, Cases Based on Three Switches of PV/Fuel
Cells System

Switches

Modes

Powers

K1 K2 K3 K4 Ppv PFC Pload Pelec

0 0 0 0 Mode 7 0 0 0 0

0 0 0 1 x x x x x

0 0 1 0 Mode 3 0 PFC PFC 0

0 0 1 1 X X X X x

0 1 0 0 Mode 4 Ppv 0 Ppv 0

0 1 0 1 Mode 5 0 0 0 0

0 1 1 0 Mode 2 Ppv PFC Ppv þ PFC 0

0 1 1 1 X X X X x

1 0 0 0 Mode 6 Ppv 0 0 Ppv

1 0 0 1 X X X X x

1 0 1 0 X X X X x

1 0 1 1 X X X X x

1 1 0 1 Mode 1 Ppv 0 Ppv Ppv

1 1 0 1 X X X X x

1 1 1 0 X X X X x

1 1 1 1 X X X X x

Table 11.11 Simplified Table Based on Four Switches of PV/Fuel Cells
System

Switches

Modes

Powers

K1 K2 K3 K4 Ppv PFC Pload Pelec

0 0 0 0 Mode 7 0 0 0 0

0 0 1 0 Mode 3 0 PFC PFC 0

0 1 0 0 Mode 4 Ppv 0 Ppv 0

0 1 0 1 Mode 5 0 0 0 0

0 1 1 0 Mode 2 Ppv PFC Ppv þ PFC 0

1 0 0 0 Mode 6 Ppv 0 0 Ppv

1 1 0 1 Mode 1 Ppv 0 Ppv Ppv
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3.2.2 Photovoltaic System with Wind Turbine and Battery Storage
The main power is the summation of the two renewable sources Prenew [5], which can
be written as:

PRenew ¼ Ppv þ PWind (11.25)

And then the available power will be:

DP ¼ PRenew � Pload (11.26)

According to the value of DP, we will obtain two cases. If DP � 0, the load will
be supplied by the two renewable energy sources (solar and wind). In the second
case, where DP < 0, the power PV can be null or insufficient to feed the load; so,
the battery storage is added to satisfy the power load (Table 11.13).

The EM strategy of wind turbine/battery system based on three switches can be
represented in the following flowchart (Fig. 11.9).

Mode 1: In this mode, the photovoltaic power (PRenew) is quite sufficient to sup-
ply the load and charge the batteries (DP � 0 and SOC < SOCmax).

Mode 2: The power supplied by the two renewable sources is insufficient
(0 < PRenew < Pload), in this case, the power of batteries is added to satisfy the power
demand (SOC > SOCmin). It is the compensation mode.

Mode 3: This mode is operating when no energy is provided from the two renew-
able sources (DP < 0), so the batteries alone supply the load (SOC > SOCmin).

Mode 4: The power of the two renewable sources is sufficient and batteries are
completely charging so the disconnection of the batteries is necessary to protect
them (SOC ¼ SOCmax).

Mode 5: In this mode, there is no production from the two renewable sources and
the batteries are discharged. The load is disconnected (SOC ¼ SOCmin)

Table 11.12 Real Cases Based on Four Switches of PV/FC System

Modes Sources DP Ppv PFC Pelec Pload

Mode 1 PV Ppv > Pload Ppv 0 DP Ppv

Mode 2 PV þ Fuel cells 0 < Ppv < Pload Ppv PFC 0 Ppv þ PFC

Mode 3 Fuel cells Ppv ¼ 0 0 PFC 0 PFC

Mode 4 PV Ppv ¼ Pload Ppv 0 0 Ppv

Mode 5 PV Ppv ¼ 0 0 0 0 0

Mode 6 PV Ppv < Pload Ppv 0 Ppv 0

Table 11.13 Different Cases of the Available Power in PV/Wind/
Battery System

DP Load

Case 1 � Supplied by renewable energy sources

Case 2 < Supplied by battery storage
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The different modes depend on the three switches K1, K2, and K3. Mathemati-
cally, it results in eight cases (Table 11.14).

After simplification, we obtain the Table 11.15:
But only five cases can be exploitable as real cases (Table 11.16)
The different powers can be expressed in terms of the different switches as:

PRenew ¼ K1$K2$K3 þ K1$K2$K3 þ K1$K2$K3 (11.27)

Pbatt ¼ K1$K2$K3 þ K1$K2$K3 (11.28)

These equations can be minimized to:

PRenew ¼ K2 þ K1 (11.29)

Pbatt ¼ K3 (11.30)

Therefore, the load power is given as:

Pload ¼ ðK2 þ K1Þ$PRenew þ K3$Pbatt (11.31)

Yes

PRenew, Pload, SOCmin, SOCmaxPpv, 
Pload, SOCmin, SOCmax

P  0

Calculate P=PRenew- Pload

SOC<SOCmax 
SOC>SOCmin

PRenew=0
Ppv=0 Mode 1Mode 4

Mode 3Mode 2

Mode 5

Yes

No

Yes

Yes

No

No

No

FIGURE 11.9

Energy management strategy of PV/wind system with battery storage.
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4. CONCLUSIONS
In this chapter, EM structures have been presented. In each structure, PV generators
are chosen to be the main source while others are used to obtain the compensation

Table 11.14 Mathematically Cases Based on Three Switches of PV/Wind
Turbine/Battery System

Switches

Modes

Powers

K1 K2 K3 PRenew Pbatt Pload

0 0 0 Mode 5 0 0 0

0 0 1 Mode 3 0 Pbatt Pbatt

0 1 0 Mode 4 PRenew 0 PRenew

0 1 1 Mode 2 PRenew Pbatt PRenew þ Pbatt

1 0 0 X X X X

1 0 1 X X X X

1 1 0 Mode 1 PRenew 0 PRenew

1 1 1 X X X X

Table 11.15 Simplified Table in the Case of Three Switches of PV/Wind
Turbine/Battery System

Switches

Modes

Powers

K1 K2 K3 PRenew Pbatt Pload

0 0 0 Mode 5 0 0 0

0 0 1 Mode 3 0 Pbatt Pbatt

0 1 0 Mode 4 PRenew 0 PRenew

0 1 1 Mode 2 PRenew Pbatt PRenew þ Pbatt

1 1 0 Mode 1 PRenew 0 PRenew

Table 11.16 Real Cases Based on Three Switches of PV/Wind Turbine/
Battery System

Modes Sources DP SOC K1 K2 K3 Pload

Mode 1 PV þ Wind �0 SOC < SOCmax 1 1 0 PRenew

Mode 2 PV þ Wind þ
Battery

<0 SOC > SOCmin 0 1 1 PRenew þ
Pbatt

Mode 3 Battery <0 SOC > SOCmin 0 0 1 Pbatt

Mode 4 PV þ Wind �0 SOC ¼ SOCmax 0 1 0 PRenew

Mode 5 / <0 SOC ¼ SOCmin 0 0 0 0
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mode. The hybridization of PV source with an energy storage system or another
source can provide steady-state energy to the load during cloudy days or during
night and can improve dynamic response during transients.

These EM algorithms are simple, flexible, and can be applied to other sources or
other storage and even to various applications such as electric vehicles, pumping wa-
ter, electrification.
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1. INTRODUCTION
Concentrating solar power (CSP) is the power generated in solar power systems that
use solar concentrators to convert solar energy into heat and then the produced heat
is converted into power. CSP systems use very different technology than photovol-
taic (PV) systems. They use the sun as heat energy source instead of the photon en-
ergy of the sun used by PV systems. CSP plants use mirrors or lenses to concentrate a
large area of sunlight, or solar thermal energy, onto a small area. Electricity is gener-
ated when the concentrated light drives a heat engine, usually a steam turbine cycle,
connected to an electrical power generator. The thermal energy concentrated can be
stored and used to produce electricity when it is needed. Most power plants use solar
concentrator together with some form of fossil fuel burners to increase the amount of
thermal heat source.

The four main types of solar concentrator systems are parabolic trough, power
tower, linear Fresnel, and dish. All of them use thermal energy from the sun to
generate mechanical energy in a heat engine to drive electrical generator do produce
electricity. The dish concentrates thermal energy, generally used in Stirling engine
systems. The parabolic trough, linear Fresnel, and power tower are technologies
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for CSP systems based on Brayton or Rankine cycles. The basic and general process
for conversion of solar thermal energy to electric energy in the concentrated power
plants is shown schematically in Fig. 12.1.

Energy is recovered by solar collectors, which are mechanical devices that cap-
ture radiant solar energy and convert it to useful thermal energy. This energy can be
stored (if appropriate or required) and converted to satisfy electricity, thermal, or
mechanical energy demands. Different types of solar collectors can be applied,
depending on the application.

There are nonconcentrating and concentrating types of solar collectors. The
former uses the same area to intercept and absorb solar radiation. However, the
concentrating solar collectors used in CSP plants usually have concave reflecting
surfaces to intercept and concentrate solar radiation into a small receiving area,
thereby increasing radiation flow. Parabolic troughs, solar towers in heliostat field,
linear Fresnel reflectors (LFRs), and parabolic dishes (PDs) are the main technolo-
gies used in the concentrating solar thermal power plants, due to the production of
high-temperature heat. Fig. 12.2 represents the concept involved in the solar concen-
trator: (1) parabolic trough, (2) PD, (3) power tower, and (4) linear Fresnel.

As sunlight is not always available, an energy storage system is required to
extend the working hours of a solar energy plant to satisfy energy demands during
the nighttime, for example. Integration of energy storage systems with CSP technol-
ogies enables the prolongation of the operation hours of solar power plants and could
mitigate the dependence and direct relationship between CSP technologies and

collector
system storage

fluid fluid steam

thermal
energy

thermal
energy

thermal
energy

mechanical
energy

Electric
energy

boiler heat
engine

Heat
rejected

Waste
Heat

generator

FIGURE 12.1

A generic concentrating solar power plant.

Courtesy L. Witmer, Overview of Solar Thermal Power Systems j EME 811: Solar Thermal Energy for Utilities and

Industry [WWW Document], Pennsylvania State Univ., 2017. URL: https://www.e-education.psu.edu/eme811/

node/682.
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climatic conditions, such as clouds or low solar irradiation. Short-term thermal stor-
age systems, with a 1-h capacity, can be used to ensure the production of energy on a
cloudy day. Despite clear benefits, most of the early operating pilot and commercial
solar power plants lacked significant thermal storage, typically relying on steam or
oil accumulators for thermal inertia.1 For large-scale power plant applications, the
use of battery storage has not been explored due to economic limitations.

Table 12.1 compares the main CSP technologies, considering storage integration
possibilities, advantages, and disadvantages: parabolic trough collector (PTC), LFR,
solar power tower with heliostat field, and PD.

In a heat engine, power conversion efficiency is theoretically limited by Carnot’s
efficiency and is related to the quality of energy, and thus temperature, of the thermal
energy supply. In an electricity generation system based on solar energy, the high-
quality thermal energy required must be supplied by the collectors. Solar collectors
are affected by energy losses (reflection, glazing absorption, convective heat transfer,

FIGURE 12.2

Solar collectors: (A) parabolic troughs; (B) parabolic dishes; (C) tower; and (D) linear

Fresnel reflectors.

Courtesy R. Guerrero-Lemus, J.M.M. Martı́nez-Duart, Concentrated solar power, in: Renewable Energies and

CO2, Springer-Verlag, London, 2013, pp. 135e151.

1P. Gauché, J. Rudman, M. Mabaso, W.A. Landman, T.W. von Backström, A.C. Brent, System value
and progress of CSP, Sol. Energy. 152 (2017) 106e139
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and thermal radiation) whenever the collector output temperature rises. This occurs
because the collector is influenced by the local environmental conditions. Efficiency
increases along with the temperature of the hot reservoir, but high temperatures could
decrease the efficiency of solar collectors; a trade-off analysis must be carried out to
determine the optimum operation point for the power plant.

Fig. 12.3 shows the combined heat engine efficiency and absorber efficiency for
different CSP technologies. Fig. 12.3 shows that the concentration ratio always in-
creases the global plant efficiency, and that there is a trade-off relationship between
the two efficiencies (heat engine þ absorber), leading to optimum operation
temperatures.

Although there are various technical options available for CSP technology, some
of them did not reach development level of industrial maturity. Some of them are
only concepts being developed in laboratories, R&D, or demonstration.2 Recently,
some authors conducted a survey on websites, identifying the current situation
and future trends in CSP plants, the type, the use, duration, and type of energy

Table 12.1 Comparison Between Different Concentrating Solar Power (CSP)
Technologies

CSP
Technology

Storage
Integration
Possibility Advantages Disadvantages

PTC Possible • Relatively low installation
cost

• Large experimental
feedback

• Relatively large area
occupied

• Low thermodynamic
efficiency due to low
operating temperature

LFR Possible • Relatively low installation
cost

• Low thermodynamic
efficiency due to low
operating temperature

SPT Highly
possible with
low storage
cost.

• High thermodynamic
efficiency due to high
operating temperature

• Large space area
occupied

• Relatively high
installation cost

• High heat losses

PD Difficult • Relatively small area
occupied

• High thermodynamic
efficiency due to high
operating temperature

• Relatively high
installation cost

• Little experimental
feedback

LFR, linear Fresnel reflector; PD, parabolic dish; PTC, parabolic trough collector; SPT, solar power
tower.

Modified from U. Pelay, L. Luo, Y. Fan, D. Stitou, M. Rood, Thermal energy storage systems for
concentrated solar power plants, Renew Sustainable Energy Rev. 79 (2017) 82e100.

2EASAC, Concentrating Solar Power: Its Potential Contribution to a Sustainable Energy Future, 2011.
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storage as well as the average electrical power produced by the plants.3 They found
the utilization of backup system (hybridization) when solar radiation intensity is low
and when a quick response is needed. Fossil or renewable fuels can be used, but solar
PV is occasionally used.

2. SOLAR ENERGY RESOURCES: SUN CHARACTERISTICS
AND SOLAR RADIATION

The Sun was formed 4.6 billion years ago and is estimated to last 5 billion more. It is
the main source of energy for all processes in the Eartheatmosphere system, consti-
tuting more than 99.9% of this system. The main characteristics of the Sun are as
follows4:

• It is a luminous gaseous star, with a diameter of 1.39 � 106 km (100 times that of
the Earth), surface area of 6.08 � 1012 km2, and a mass of 1.989 � 1030 kg
(300,000 times that of the Earth); its density is more than 100 times that of water.

FIGURE 12.3

Theoretical thermal efficiency for different collector technologies.

Courtesy B.B. Hoffschmidt, Receivers for Solar Tower Systems [WWW Document], 2014. URL: http://sfera2.

sollab.eu/networking/announcement-summer-schools/summer-schools/summer-school-presentation-2014.

3U. Pelay, L. Luo, Y. Fan, D. Stitou, M. Rood, Thermal energy storage systems for concentrated solar
power plants, Renew. Sustain. Energy Rev. 79 (2017) 82e100.
4N. Armaroli, V. Balzani, Energy for a Sustainable World: From the Oil Age to a Sun-Powered Future,
Wiley-VCH, Weinheim, Germany, 2011.
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• Its chemical composition is w91.20% of hydrogen and 8.70% of helium, and
less than 2% is accounted for by other elements such as oxygen, carbon, iron,
sulfur, and neon.

• It emits energy in the form of electromagnetic radiation (photons), which
propagates radially in space, traveling at the speed of light in the vacuum
(c ¼ 300,000 km/s). The propagation is in all directions through space or some
medium, although a material medium is not needed (as in the case of conduction
and convection) to propagate, independently of its wavelength (l) and fre-
quency (q), but there is a well-defined relationship between these three ele-
ments: c ¼ l$q. However, the speed, intensity, and direction of its energy flow
are affected by the presence of matter, such as Earth’s atmosphere. A photon
takes only about 8 min to travel from the photosphere to the Earth. Once photon
gets into our planet, its unique atmosphere and peculiar sea and land surface
work out the incoming radiation. This complex pattern of reflection, absorption,
scattering, and reabsorption effects is one of the countless prerequisites that
makes possible life on Earth because, among others, it prevents the highest
energy radiation (ultraviolet and others rays) from reaching the surface and it
warms the planet to a comfortable 15�C average temperature.

• The solar mass that is irradiated per second into space in the form of high-energy
particles and electromagnetic radiation is approximately 5.6 � 1035 GeV
(1 eV ¼ 1.6 � 10�19 J).

The average distance between Sun and Earth is 149.6 � 106 km, known as the
Astronomical Unit (UA), which varies because the Earth’s trajectory is an elliptical;
presenting extreme values between 147.05 � 106 km (Perihelio), and
152.14 � 106 km (Afelio), the points closest to and farthest from the Sun, respec-
tively (Fig. 12.4).

The Sun’s energy is generated within the core by nuclear reactions, the most
important one involving four protons of hydrogen, which combine to form a nucleus
of helium. Approximately 650 � 106 t/s of hydrogen is converted into approxi-
mately 646 � 106 t/s of helium. According to Einstein’s equation (E ¼ mc2), a po-
wer of about 3.9 � 1026 J/s (W) of nuclear energy is delivered, that is, about
1 million times our current global primary energy consumption per year (as a further
comparison, a 1000 MW coal or nuclear power plant converts 0.130 kg of matter
into energy in 1 year). The Sun’s temperature is about 14 � 106 K in the core and
5760 K in the surface. For simplified calculations of engineering, it is common to
adopt for the temperature of the Sun the approximate value of 6000 K. The largest
amount of radiant energy in the Sun is concentrated in the visible and near visible
range of the spectrum: visible light 43%, near-infrared 49%, ultraviolet 7%, and
other ranges 1%.

Solar energy advantages aredapart from being freedthe low impact of its
installation because it does not involve gas or acoustic pollution; it is also a simple
installation, which requires minimal maintenance. The energy obtained can be used
directly in numerous applications, from street lamps to satellites. It can be stored in
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accumulators and used as a power supply in homes, especially in areas with a low
population density. Its main drawback is that it is not very competitive at the moment
because its performance is not yet very high, and the installation of solar power
plants requires large initial investments and very wide spaces that are usually desert
and distant, generating a negative visual impact in very open spaces.

Irradiance is the magnitude used to describe the incident power per unit area of
all types of electromagnetic radiation. There is no single value of it, because the
EartheSun distance is not constant. The unit of irradiance is kW/m2, or W/m2.
The irradiance differs from the term “irradiation,” which is the energy per unit
area: kWh/m2. Its value is determined by the irradiance versus time curve, that is,
the area under the curve.

Insolation is the accumulation of average energy over a period of time (day,
month, annual, seasonal). It is the same irradiance, but considering an average
time of permanence on a surface. Monthly values and the average in a year, for a
specific place,5 are shown in Fig. 12.5.

For works, projects, and solar energy installation executions, technicians and en-
gineers have been using the expression “solar peak hour,” meaning the greatest heat
in an area or city and in a known time or period of time. Therefore, the amount of
insolation received in a solar panel photovoltaic (or any solar collector) in 1 h is

FIGURE 12.4

Elliptical orbit of the Earth around the Sun.

Courtesy M. Kaltschmitt, W. Streicher, A.A. Wiese, Renewable Energy: Technology, Economics and Environ-

ment, Springer, Berlin, Heidelberg, 2007.

5M. Kaltschmitt, W. Streicher, A.A. Wiese, Renewable Energy: Technology, Economics and Environ-
ment, Springer, Berlin, Heidelberg, 2007.
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known as solar peak hour or simply pick hour, whose generalized units are as fol-
lows: 1 h solar peak ¼ 1000 Wh.

The radiation received at the Earth’s surface consists of direct and scattered (plus
reflected) short-wavelength radiation plus long-wavelength radiation from sky and
clouds, originating as thermal emission or by reflection of thermal radiation from
the ground. Direct radiation is defined as the radiation that has not experienced scat-
tering in the atmosphere, so that it is directionally fixed, coming from the disk of the
Sun. Scattered radiation is, then, the radiation that experienced scattering processes
in the atmosphere. In practice, it is often convenient to treat radiation that has expe-
rienced only forward scattering processes together with the unscattered radiation,
and thus direct and scattered radiation are defined as radiation coming from or
not coming from the direction of the Sun. A fraction of the incoming solar radiation
is reflected back into space. This fraction is called the albedo of the Earthe
atmosphere system. Its medium value is about 0.35. This is composed of about
0.2 from reflection on clouds, 0.1 from reflection on cloudless atmosphere (particles,
gases), and 0.05 from reflection on the Earth’s surface. If there were no air, obviously
all the radiation would be direct, and our eye would receive no radiation (the sky
would be black). Clouds diffuse solar radiation more strongly than dry air; therefore
on a cloudy day all the radiation that we get will be diffuse radiation. On a typical
clear day, the direct radiation is several times greater than the diffuse one.

FIGURE 12.5

Monthly insolation values in a year.

Courtesy M. Kaltschmitt, W. Streicher, A.A. Wiese, Renewable Energy: Technology, Economics and Environ-

ment, Springer, Berlin, Heidelberg, 2007.
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In the characterization of the solar radiation incident on the Earth, to estimate the
solar potential, several factors intervene, which includes climatic conditions (which
influence the degree of cloudiness, atmospheric turbidity, prevailing wind, etc.), time
of the year, the latitude of the place, and orientation of the receiving surface. Vari-
ations of the sunburst are relatively small, compared with other factors that deter-
mine it to a greater extent, such as the transparency of the atmosphere (defines
albedo, direct light, and diffuse light), the duration of light day (determines the en-
ergy reaching a particular point during the day), and the angle with which the sun’s
rays fall on the Earth (the more perpendicular the rays fall on a surface, the greater
the energy uptake). Of course, the distribution of the solar energy that arrives at the
Earth is not uniform. The abovementioned factors lead to the solar irradiance on the
surface of the Earth being between 900 and 1000 W/m2.

The solar energy that arrives at the Earth is distributed as follows6:

• Reflected by the atmosphere into outer space: 30%, 0.52 � 1014 kW;
• Used in heating the atmosphere: 47%, 0.80 � 1014 kW;
• Used in the evaporation of the oceans: 23%, 0.40 � 1014 kW;
• Used to generate atmospheric disturbances, such as wind: 0.0037 � 1014 kW;
• Used in photosynthesis: 0.0004 � 1014 kW.

Thus, 47% of the incident solar energy reaches the Earth’s surface (31% do so
directly and the other 16% after being diffused by dust, water vapor, and air mole-
cules). The rest of the solar energy, 53%, does not reach the surface of the Earth,
because 15% is absorbed by the troposphere (water, ozone, and clouds), 23% is re-
flected by clouds, 7% is reflected by the soil, 2% is absorbed by the stratosphere,
mainly by ozone, and the remaining 6% is the energy diffused by the atmosphere
that is directed toward the sky.7

Solar radiation data are supplied to the public in the form of tables, maps, and
computational tools. The SWERA (Solar and Wind Energy Resource Assessment)
Project of the United Nations Environmental Programs Group, on the http://en.
openei.org/apps/SWERA/ website, offers free information.

3. CONCENTRATING SOLAR POWER PLANTS
To convert solar energy into power, the radiation may concentrate on a point or on a
line, where thermal energy is transferred to the heat transfer fluid (HTF). Consid-
ering these two types of concentration (on a point or on a line), CSP plants can
be classified in two main designs: parabolic trough and power tower.

6See footnote 5.
7P. Fernández Dı́ez, Procesos Termosolares en Baja, Media y Alta Temperatura [WWWDocument], n.d.
URL: http://www.marioloureiro.net/ciencia/EnerSolarTermica/SolarPROCESOSTERMO/Solar1.pdf.
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Parabolic trough consists of long curved mirrors that concentrate sunlight on a
liquid inside a tube that runs parallel to the mirror. The liquid heat is generally
used to produce steam that drives a steam turbine. Power towers use fields of mirrors
to concentrate sunlight on the top of central towers, in which the intense heat, gener-
ally carried by molten salts, boils water, and the steam then drives turbines.

Another type of CSP plant, although not yet broadly in use, is the PD. This sys-
tem focuses the sunlight on a single point. Dish concentrating technology uses a Stir-
ling engine to produce power. A Stirling engine produces power by way of mirrors
that reflect sunlight on the outside of the engine.

Similar to parabolic troughs, concentrating LFR systems use multiple flat mirrors
to concentrate solar sunlight onto the receiver tube. The same concept is applied
where the liquid running in the heated tube is used to boil water and drive a steam
turbine. Both these technologies are based on linear solar concentration.

Solar fields that use trough systems (Fig. 12.6), or shaped like a giant “U” that are
connected in long lines, capture the sun’s energy with large parabolic mirrors,
tracking the sun’s movement throughout the day. When the sun’s heat is reflected
off the mirror, the curved shape sends most of the reflected heat onto a receiver
pipe that is filled with a specific HTF. The thermal energy from the heated fluid gen-
erates steam to drive a conventional steam turbine. Once the fluid transfers its heat, it
is recirculated into the system for reuse. Steam is also cooled, condensed, and reused
in the steam cycle. Heated fluid in trough systems can also provide heat to thermal
storage systems, which can be used to generate electricity at times when the sun is
not shining.

FIGURE 12.6

Scheme of a parabolic trough power plant.

Courtesy V. Quaschning, Solar thermal power plants: technology fundamentals, Renew. Energy World (2003)

109e113.
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The efficiency of a solar thermal power plant is the product of the collector field
and steam-cycle efficiencies. The collector efficiency depends on the sunlight inci-
dence angle and the temperature in the absorber tube and can reach values up to
75%. Field losses are usually under 10%. Altogether, solar thermal trough power
plants can reach annual efficiencies of w15%. The steam-cycle efficiency
(w35%) has the most significant influence on the overall efficiency. Central receiver
systems, such as solar thermal power plants, can reach higher temperatures and
therefore achieve higher efficiencies.

Power towers use large, flat mirrors called heliostats to reflect sunlight onto a so-
lar receiver at the top of a central tower (Fig. 12.7). In a direct steam power tower,
water is pumped up the tower, to the receiver, and heated to w540�C. The super-
heated steam then powers a conventional steam turbine. In this case, heat is trans-
ferred from the receiver to the power block, via steam. Some power towers use
molten salt instead of water and steam. Hot molten salt can be used immediately
to generate steam and then electricity by means of a steam turbine driving an electric
generator, or it can also be stored and used later.

There are also pressurized air receivers. In this case, a compressor pressurizes air
tow15 bar; a transparent glass dome covers the receiver and separates the absorber
from the environment. Inside the pressurized receiver, air is heated up to 1100�C,
which then drives a gas turbine (connected to the compressor and to a generator
that produces electricity). Waste heat from the gas turbine goes to a recovery boiler
and drives a steam-cycle process. The combined gas and steam turbine processes can

FIGURE 12.7

Solar thermal tower power plant with steam turbine cycle.

Courtesy V. Quaschning, Solar thermal power plants: technology fundamentals, Renew. Energy World (2003)

109e113.
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reach efficiencies over 50%, whereas the efficiency of a simple steam turbine cycle
is only 35%. Therefore, solar system efficiencies of over 20% are possible
(Fig. 12.8).

The heliostat typically constitutes w50% of the energy system costs, and there-
fore it is important to optimize its design, size, weight, manufacturing volume, and
performance. These are important design variables, approached differently by devel-
opers, to minimize cost.

Energy storage is viewed as the next game changer in the power sector. Medium-
term thermal storage systems, with 5-h capacity per day, can be used to cover periods
of peak demands at nighttime. Long-term storage systems present thermal storage
capacity between 8 and 16 h, enabling the base load operation of power plants all
night and in the early hours of the day, when required.8 In a CSP plant, thermal en-
ergy is stored before being converted to electricity. As a result, the round-trip effi-
ciency of CSP thermal storage can be close to 100%, much higher than any
electricity storage technology. However, CSP thermal energy storage (TES) can
only store thermal energy produced from the solar field, as opposed to other storage
technologies that can store electricity produced from any source.

The most common TES systems currently in use or under construction are based
on sensible heat storage using molten salts or synthetic oils. Some of the main

FIGURE 12.8

Solar thermal tower power plant with pressurized receiver using combined gas and steam

turbine cycle.

Courtesy V. Quaschning, Solar thermal power plants: technology fundamentals, Renew. Energy World (2003)

109e113.

8See footnote 1.
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large-scale TES configurations for CSP plants are two-tank direct systems, two-tank
indirect systems, and single-tank thermocline systems. The two-tank direct system
essentially consists of two tanks filled with molten salt, at different temperatures
and fullness levels.

The two main types of two-tank direct systems are direct and indirect TES sys-
tems. In the direct system, salt is the HTF and the storage medium at the same time
(Fig. 12.9). In an indirect system, thermal storage is decoupled from the HTF loop of
the solar receiver, via a heat exchanger (Fig. 12.10).

Single-tank thermocline systems store thermal energy in a solid mediumdmost
commonly, silica sanddlocated in a single tank. At any time during operation, a
portion of the medium is at high temperature, and a portion is at low temperature.
The hot- and cold-temperature regions are separated by a temperature gradient or
thermocline. A high-temperature HTF flows into the top of the thermocline, exiting
at the bottom at a low temperature.

This process moves the thermocline downward and adds thermal energy to be
stored in the system. Reversing the flow moves the thermocline upward and removes
thermal energy from the system, which can be used to generate steam and electricity.
Buoyancy effects create thermal stratification of the fluid within the tank, which
helps stabilize and maintain the thermocline (Fig. 12.11).

The use of a solid storage medium and only one tank reduces the cost of this sys-
tem, in comparison with two-tank systems. This system was demonstrated at the So-
lar One power tower, where steam was the HTF and mineral oil was the storage fluid.
Table 12.2 shows operational solar thermal facilities with TES systems.

FIGURE 12.9

Solar tower plant with two-tank direct storage system.

Courtesy T. Bauer, N. Breidenbach, N. Pfleger, D. Laing, M. Eck, Overview of Molten Salt Storage System and

Material Development for Solar Thermal Power Plants, American Solar Energy Society, 2012, p. 8.
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Fig. 12.12 shows a comparison of TES configurations commonly used in CSP
plants, according to technological maturity and annual solar-to-electricity efficiency.
Table 12.3 presents the related technical options available for each CSP technology.

Parabolic troughs (PT-oil) and Tower (T) plants using T-SaS and T-SHS are
available in commercial application stages; meanwhile Towers using T-AR and
Linear Fresnel with superheated steam as HTF are currently under transition to com-
mercial applications. PDs are at the demonstration stage.

The amount of solar energy harnessed is a function of the solar collector orien-
tation, and therefore, efficient solar energy harvesting can only occur with the assis-
tance of a solar tracking system. A mobility platform can ensure the movement of
the solar collector system, so that it can follow the sun and harness solar energy dur-
ing the day. This solar tracking mobility platform plays a crucial role in the devel-
opment of solar energy applications, especially in high-temperature solar
concentration systems that directly convert the solar energy into thermal or electrical
energy. In these systems, high precision tracking is required to ensure that the solar
collector is capable of harnessing the maximum amount of solar energy throughout
the day. Some solar tracking platforms designs are shown in Fig. 12.13.

FIGURE 12.10

Schematic flow diagram of a parabolic trough power plant with two-tank molten salt

storage.

Courtesy U. Herrmann, M. Geyer, D. Kearney, Overview on thermal storage systems. Work. Therm. Storage

Trough Power Plants (2006).
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Any solar tracking platform with electronic control system must be designed for
the continuous orientation or positioning of the solar harvesting means with respect
to the sun vector. The solar tracking platform and control system for a solar harvest-
ing means should be able to control and manage the physical movements of the solar
collector with high accuracy.

FIGURE 12.11

Single-tank thermocline system: (A) Installation scheme of a parabolic through power

plant, with single-tank storage system; (B) Single-tank thermocline thermal energy

storage system.

Courtesy U. Herrmann, M. Geyer, D. Kearney, Overview on thermal storage systems. Work. Therm. Storage

Trough Power Plants (2006).
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Table 12.2 Operational Solar Thermal Facilities With Thermal Energy Storage Systems

Project Type
Storage
Medium

Nominal
Temperature
(8C)

Storage Concept
Plant
Capacity

Storage
CapacityCold Hot

SSPS-DCS test
facility
Almeria, Spain

Parabolic
trough

Santotherm 55 225 295 Single-tank thermocline 1.2 MWth 5 MWht

Nevada Solar One
Nevada, USA

Parabolic
trough

Dowtherm A 318 393 Oversized field piping 64 MWe 0.5 h

Holaniku at
Keahole Point
Hawaii, USA

Parabolic
trough

Water n.a. 200 Indirect storage 2 MWth,
500 kWe

2 h

Planta Solar-10
Sevilla, Spain

Central
receiver

Pressurized
water

240 260 Steam accumulator 11 MWe 50 min/
20 MWht

Planta Solar-20
Sevilla, Spain

Central
receiver

Pressurized
water

n.a.a 250
e300

Steam accumulator 20 MWe 50 min

La Florida
Badajoz, Spain

Parabolic
trough

Molten solar
salt

292 386 2-tank indirect 50 MWe 7.5 h

Andasol-1
Granada, Spain

Parabolic
trough

Molten solar
saltb

292 386 2-tank indirect 50 MWe 7.5 h/
1010 MWht

Andasol-2
Granada, Spain

Parabolic
trough

Molten solar
saltb

292 386 2-tank indirect 50 MWe 7.5 h/
1010 MWht

Extresol-1
Badajoz, Spain

Parabolic
trough

Molten solar
saltb

292 386 2-tank indirect 50 MWe 7.5 h/
1010 MWht

Manchasol-1
Ciudad Real,
Spain

Parabolic
trough

Molten solar
saltb

292 386 2-tank indirect 50 MWe 7.5 h
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Manchasol-2
Ciudad Real,
Spain

Parabolic
trough

Molten solar
saltb

292 386 2-tank indirect 50 MWe 7.5 h

La Dehesa
Badajoz, Spain

Parabolic
trough

Molten solar
saltb

292 386 2-tank indirect 50 MWe 7.5 h

Puerto Errado 1
Murcia, Spain

Linear
Fresnel

Saturated
steam

n.a.a 270 Steam accumulator 1.4 MWe n.a.a

Archimede
Sicily, Italy

Parabolic
trough

Molten solar
saltb

290 550 2-tank direct 5 MWe 8 h/100 MWht

Torresol
Gemasolar
Seville, Spain

Central
receiver

Molten solar
saltb

292 565 2-tank direct 17 MWe 15 h

Dahan
Beijing, China

Central
receiver

Saturated
steam/oil

220 350 Combined steam
accumulator/concrete

1 MWe 1 MWht

a n.a., not available.
b Molten solar salt ¼ 60% sodium nitrate/40% potassium nitrate.

From S. Kuravi, J. Trahan, D.Y. Goswami, M.M. Rahman, E.K. Stefanakos, Thermal energy storage technologies and systems for concentrating solar power
plants, Prog. Energy Combust. Sci. 39 (2013) 285e319.
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FIGURE 12.12

Annual solar-to-electricity efficiency as a function of development level.

Courtesy EASAC, Concentrating Solar Power: Its Potential Contribution to a Sustainable Energy Future, 2011.

Table 12.3 Technical Options Available for Each Concentrating Solar Power
(CSP) Technology

CSP Technology Technical Options

Linear Fresnel systems (F) Fresnel SaS: saturated steam as HTF

Fresnel SHS: superheated steam as HTF

Parabolic troughs (PT) PT-oil: oil as HTF and molten salt storage

PT-SHS: superheated steam as HTF

PT-MS: molten salt as HTF and storage

Towers (T) T-SaS: saturated steam as HTF

T-SHS: superheated steam as HTF

T-MS: molten salt as HTF and storage

T-AR: ambient pressure air as HTF and Rankine cycle

T-GT: pressurized air as HTF and Brayton cycle

T-SC: supercritical cycle

T-CC: pressurized air as HTF and combined cycle

Parabolic dishes (DSs) DS: helium Stirling cycle

HTF, heat transfer fluid.

From EASAC, Concentrating Solar Power: Its Potential Contribution to a Sustainable Energy Future,
2011.
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4. SOLAR THERMAL ENERGY STORAGE
Solar thermal storage (STS) refers to the accumulation of energy collected by a
given solar field for its later use. In the context of this chapter, STS technologies
are installed to provide the solar plant with partial or full dispatchability, so that
the plant output does not depend strictly in time on the input, i.e., the solar irradia-
tion. STSs are TES systems where the source of heat is provided by the solar field,
capturing the excess of energy not directly converted into power or other useful util-
ity. As such, most TES technologies known can be adapted and have been adopted in
solar applications, in particular for power production. A detailed review on this topic
can be found in the literature.9e12

The selection of an STS is determined by a set of physical, chemical, environ-
mental, and economic properties11:

• Energy density of the storage material
• Heat transfer and mechanical properties
• Chemical compatibility and stability
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FIGURE 12.13
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Manyala (Ed.), Solar Collectors and Panels, Theory and Applications, Sciyo, 2010.

9A. Gil, M. Medrano, I. Martorell, A. Lázaro, P. Dolado, B. Zalba, L.F. Cabeza, State of the art on high
temperature thermal energy storage for power generation. Part 1 - Concepts, materials and modelliza-
tion, Renew. Sustain. Energy Rev. 14 (2010) 31e55.
10M. Medrano, A. Gil, I. Martorell, X. Potau, L.F. Cabeza, State of the art on high-temperature thermal
energy storage for power generation. Part 2 e Case studies, Renew. Sustain. Energy Rev. 14 (2010)
56e72.
11S. Kuravi, J. Trahan, D.Y. Goswami, M.M. Rahman, E.K. Stefanakos, Thermal energy storage tech-
nologies and systems for concentrating solar power plants, Prog. Energy Combust. Sci. 39 (2013)
285e319.
12M. Liu, N.H. Steven Tay, S. Bell, M. Belusko, R. Jacob, G. Will, W. Saman, F. Bruno, Review on
concentrating solar power plants and new developments in high temperature thermal energy storage
technologies, Renew. Sustain. Energy Rev. 53 (2016) 1411e1432.
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• Thermodynamic reversibility
• Environmental impact
• Thermal losses
• Cost

To these properties one may add automation and control13 and health and safety
requirements as factors that influence the performance of STS when integrated in a
given solar plant. Efforts made toward enhancement of a particular property often
results in trade-off situations. For instance, effort in heat transfer improvements
brings about normally a cost increase. Thus, designing and operating STS is not al-
ways an off-the-shelf pick-up process.

The classification of STS is generally done considering two characteristics: the
nominal or maximum temperature, which affects the maximum overall efficiency of
the system, and the nature of the energy storage process regarding the materials and
equipment used.

As for the temperature, TES can be classified as low, medium, and high temper-
ature storage systems. Low temperature TES for heat storage for domestic applica-
tion (heating or sanitary hot water) are in the range of 40e90�C. Medium
temperature TES, up to 300�C, can be used, for example, in process heat applica-
tions14 and power production in Organic Rankine Cycles (ORCs).15 However, in so-
lar applications where electric power is the goal, discharge temperatures must
remain above 400�C for Rankine cycles and 600�C for Brayton cycles to overall ef-
ficiencies be economically attractive. Thus, not only the solar field collectors should
ensure high output temperatures (HTF temperature leaving the solar field), but also
HTF and storage materials should interact such that energy and exergy losses during
the various heat transfer processes are minimized and their working life guaranteed,
as explained later in the chapter. Table 12.4 summarized the temperature range
achieved and sought to be achieved by several solar field technologies.16

Regarding the nature of the STS, two main elements constitute and define these
storage systems, namely, the HTF, and the storage material. Depending on the
configuration, they can be in direct contact, separated, or be the same.

The catalog of storage media increases with ongoing research, and an exhaustive
enumeration is out of the scope of this chapter. In general, media are classified by
their operating state (solid, liquid, gas, or a combination) and the physical and

13See footnote 12.
14R. Tamme, T. Bauer, J. Buschle, D. Laing, H. Müller-Steinhagen, W.-D. Steinmann, Latent heat stor-
age above 120�C for applications in the industrial process heat sector and solar power generation, Int.
J. Energy Res. 32 (2008) 264e271.
15R. Chacartegui, L. Vigna, J.A. Becerra, V. Verda, Analysis of two heat storage integrations for an
Organic Rankine Cycle Parabolic trough solar power plant, Energy Convers. Manag. 125 (2016)
353e367.
16See footnote 12.
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chemical transformations in the experiment. According to the literature,1 there are
three types of TES considering the process of storage and the corresponding
medium:

• sensible energy storage;
• latent energy storage; and
• thermochemical storage.

Considering the mobility of the storage material, a classification applicable to
latent and thermochemical heat can be drawn.17 Storage media that are allowed or
forced to flow, e.g., through pipes or heat exchangers, are considered active storage
systems. On the other hand, when storage media are confined permanently in a tank
or container, the system is considered passive, also known as regenerators. With
some exceptions, only liquid-type sensible heat STS can be used in the active
configuration.

In general, HTFs do not store significant volumes of energy, nor they produce
work; they only carry the energy from one element of the plant to the next. This
is the case of mineral or synthetic oils that circulate along PTCs. In some cases,
HTF work as storage material, as shown below for molten salts. Working fluids
such as water or steam can, in certain cases, be used to collect and store the bulk
of the energy stored. HTF connects thermally the storage with the rest of the plant,
namely, the solar field and the power block.

Regarding the topology of the system, one or more tanks can be used to store the
medium, being common the single-tank system, also known as thermocline tank due
to the temperature distribution in the volume arising from density differences, and
the two-tank system, where the medium flows from one tank to the other as the
charge and discharge take place. Alternative configurations18 have been proposed

Table 12.4 Temperature (�C) of the Heat Transfer Fluid for Different Collector
Technologies

Source

Parabolic
Trough

Tower

Dish-Stirling
Linear
FresnelCurrent

Volumetric
Receiver

Commercial Commercial Demonstration Demonstration Commercial

Ref. [9] 290e550 250e650 e 550e750 250e390

Ref. [12] 290e390 290e565 e 550e750 250e390

393a 565a 1000b e e

a Maximum achieved.
b Goal value.

17See footnote 9.
18See footnote 12.
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such as the split tank and the cascade tank arrangement which, because of the addi-
tional complexity, enjoy currently a marginal penetration.

Sensible heat storage consists in the increase through heat transfer of the kinetic
energy of the molecules of the storage medium, which translates in a temperature
increase. Molten salts, synthetic oils, concrete, packed bed, or pressurized water
is the most common storage medium.

Latent energy storage makes use of the enthalpy difference of a given substance
between two physical states or phases. The use of phase change materials (PCMs) is
characteristic of this storage type. Sharma et al. provides a review on PCMs for
TES.19

This third type of TES relies on reversible endothermic chemical reactions20

fostered by the addition/retrieval of energy to/from a substance. Heat is the motive
source of the endothermic reactions, in contrast with other chemical energy storage
options such as water electrolysis to obtain hydrogen gas, which requires electricity.

The decision of providing a solar plant with a storage system responds almost
completely to economical criteria. In exceptional cases, flexibility of operation
and base load needs will influence the final design of the plant, but sizing of the stor-
age will also be determined by a process of cost optimization.

For solar plant without storage and without external inputs of conventional en-
ergy such as natural gas, the levelized cost of energy is a function of the capital in-
vestment and the operating costs and revenues. Investment may take place in
different instants of the life of the plant, but a great share will take place during
the construction of the plant.

The cost of STS depends on three main terms: (1) the cost of the containers, stor-
ing material, and the HTF; (2) the cost of the required heat exchangers; and (3) the
cost of the space that the STS occupies20. Estimated costs of TES in solar plants with
commercial technologies are reproduced in Table 12.5.

What storage makes possible is mainly to increase the flexibility of the plant and
to run the equipment for longer hours at the nominal operating point. Flexibility or
dispatchability means that one can generate electricity not strictly when the sun
shines, but when electricity has more value. The economics of the plant improve
when the elements of the power block operate steadily, which reduces mechanical
and thermal fatigue typical cyclical operation.

Thus, it is important to notice that the cost of a storage technology does not suf-
fice to establish their cost-effectiveness, which is determined by its performance (ef-
ficiency, durability, etc.) within a specific plant design. Sizing and operation of STS
systems require the use of simulation tools to ensure that both the storage and the rest
of the plant behave within the technical and economical boundaries of the project.

19A. Sharma, V.V. Tyagi, C.R. Chen, D. Buddhi, Review on thermal energy storage with phase change
materials and applications, Renew. Sustain. Energy Rev. 13 (2009) 318e345.
20See footnote 9.
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Research studies and more detailed engineering works can often be carried out
with tools such as Matlab�/Simulink, Modelica, or Visual Basic. Specific compo-
nents may require the use of specific finite element method software such as
ANSYS-Fluent. ASPEN PLUS, APROS, or DYMOLA (Modelica) has been widely
used for modeling and simulation of complete solar plants, storage included,
because of the flexibility of their component libraries and the possibility to integrate
detailed control systems.21,22

5. THERMODYNAMIC AND ECONOMIC STUDY
To evaluate a 3-MW parabolic trough power plant using an ORC, a thermodynamic
and an economic study were carried out.

The primary system evaluated is an ORC, constituted by its main components:
pump, evaporator, turbine, and condenser, as shown in Fig. 12.14. The working fluid
is saturated at the outlet of the condenser (3e4), then is compressed by the pump
(4e1), flows to the evaporator, where it receives heat from the solar source until
reaching saturated vapor (2e22), and is finally expanded in the turbine for the gen-
eration of useful work (22e3).

The solar energy system is constituted of a set of parabolic cylindrical collectors
that receive solar radiation and uses it to heat an HTF that circulates within a system in

Table 12.5 Examples of Thermal Energy Storage Costs

Type Configuration
Storage
Material

Heat
Transfer
Fluid DT(K)

Capital
Costs
($/kWhth)

Sensible Two-tank Molten salt Same as
storage
material

300 28.21

Sensible Two-tank Liquid
sodium

Same as
storage
material

300 48.48

Sensible Thermocline Quartz/
sand

Molten salt
(solar salt)

300 20.26

Latent EPCM Chloride
salt

Air 300 19.74

Latent Coil-in-tank Carbonate
salt

SCO2 or liquid
sodium

300 21

From M. Liu, N.H. Steven Tay, S. Bell, M. Belusko, R. Jacob, G. Will, W. Saman, F. Bruno, Review on
concentrating solar power plants and new developments in high temperature thermal energy storage
technologies, Renew. Sustain. Energy Rev. 53 (2016) 1411e1432.

21See footnote 9.
22F. Alobaid, N. Mertens, R. Starkloff, T. Lanz, C. Heinze, B. Epple, Progress in dynamic simulation of
thermal power plants, Prog. Energy Combust. Sci. 59 (2017) 79e162.
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interconnected tubes. During the high radiation hours, most of this energy is directly
transferred to the power system, and the remaining energy is accumulated in the stor-
age (for utilization during low radiation hours). Energy transference to the power cy-
cle is accomplished through a heat exchanger located before the turbine inlet.

The main parameters considered in the simulation are shown in Table 12.6. To
calculate the required area for the parabolic cylindrical solar collector to satisfy
the complementary heat requirements, the basic parameter to be considered is the
thermal efficiency of the solar collector.

The thermal efficiency, “h,” of a PTC is the captured or gained useful energy
divided by the incident radiation on the aperture plane, as shown in Eq. (12.1).23

FIGURE 12.14

Scheme of the hybrid solaregeothermal power plant simulated in the Hysys software.

23C. Echevarrı́a López, Diseño de un colector cilindro parabólico compuesto con aplicación para el
calentamiento de agua, Univ. Piura. Universidad de Piura, 2012.
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h ¼ Qu

AaI
(12.1)

where h is the thermal efficiency of the collector; Qu is the useful power (W); Aa is
the aperture area of the collector (m2); and I is the solar radiation absorbed in the
aperture plane (W/m2).

The modification of Eq. (12.1) yields Eq. (12.2):

Aa ¼ Qu

hI
(12.2)

Table 12.6 Main Parameters Considered in the Simulation

Variable Value Unit

Organic Rankine Cycle System

Ambient temperature 25 �C
Pinch temperature
differential

10 �C

Condensation temperature 40 �C
Organic fluid flow 51.4 kg/s

Power generated 3000 kWe

Inlet turbine pressure 2857 kPa

Inlet turbine temperature 120 �C
Outlet turbine pressure 500 kPa

Outlet temperature
pressure

61.5 �C

Solar Collector System

Overall conversion
efficiency of the solar
circuit

71.69 %

Full load time of the storage
system

6.0 h

Full load time of the power
cycle operating directly
with solar energy

6.0 h

Thermal flow utilized for the
simulated storage system

Hitec Solar Salt

Performance Parameters Calculated

Produced electrical power 3 MWe

Heat required 21,250 MWth

Thermal efficiency 14 %
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The National Laboratory of Renewable Energy of the United States, within its
software Solar Advisor Model (SAM), version 2014-01-14, utilizes a value of
0.7169 for the conversion efficiency of a PTC. This software was developed to
help evaluate performance and costs of PV and solar concentrating systems.

During sun hours (6 h were considered), the thermal power at the outlet of the
solar field must satisfy the demand of the power system (ORC) and also provide
thermal energy for the storage system (also 6 h). Therefore, 50% of the heat at
the outlet of the solar field goes to the power cycle and 50% goes to the storage sys-
tem. This means that during sun hours, the thermal power at the outlet of the solar
field must be double the requirements for the ORC. The value of heat in Eq. (12.2) is
double the heat required for power generation. From Eq. (12.2), and using
h ¼ 0.7169, the values of aperture areas for PTC were calculated in function of local
solar radiation.

As shown in Eq. (12.2), if the value of the heat exiting the collector is fixed, the
necessary collector area is inversely proportional to solar radiation. This is why the
value of solar radiation is fundamental for the development of projects involving so-
lar energy.

However, the required land area for installation of solar collectors is higher than
the aperture area of collectors. This value varies approximately between three to four
times the aperture area of collectors. The land area is greater because there is a dis-
tance between collectors besides the required space for pipes and other accessories
of the system. Table 12.7 shows the land area required for the installation of solar
collectors, adopting a value three times higher than the collector area (Aa), for
several radiation values (I).

Table 12.8 shows the costs associated with a solar system based on PTC. These
values are based on technical report NREL/TP-550-47605 (July 2010), of the Na-
tional Laboratory of Renewable Energy of the United States.24

The 2014 version of SAM software utilizes a more recent value, which was adop-
ted here in: USD 270/m2 for the solar field.

With the solar collector areas calculated in Table 12.7 and the costs presented in
Table 12.8, final costs were calculated, as shown in Table 12.9.

For the ORC-solar system that considered average radiation (450e550 W/m2),
the costs associated with the solar system represent over 96% of total costs, while
the components of the ORC system corresponded to under 4%. Local improvement
costs were responsible for 5% of total costs, solar field costs corresponded to 55% of
total costs, the HTF system contributed with 18%, and the storage system with 22%
of total costs.

From these values, the cost per kW installed was calculated for different radia-
tion levels, and the main results are presented in Fig. 12.15.

24C. Turchi, Parabolic Trough Reference Plant for Cost Modeling With the Solar Advisor Model
(SAM), 2010.
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From Fig. 12.15 it can be seen that the costs per kW vary between 13,053 and
56,162 USD/kW. As all calculations were carried out in function of solar radiation,
the importance of this parameter at the time of designing solar-based generation sys-
tems is highlighted, as well as its impact on the overall costs of the systems.

The costs presented in USD/kW are specific for the power cycle studied herein
(3 MWe), and results could vary if a different cycle is simulated.

Table 12.7 Required Area for Parabolic Trough Collector Installation, in
Function of Solar Radiation, for a 3 MWe Organic Rankine Cycle-Solar System

I (W/m2) Aa (m2) Land Area (Ha)

150 395,198 119

200 296,398 89

250 237,119 71

300 197,599 59

350 169,371 51

400 148,199 44

450 131,733 40

500 118,559 36

550 107,781 32

600 98,799 30

650 91,200 27

700 84,685 25

750 79,040 24

800 74,100 22

850 69,741 21

900 65,866 20

950 62,400 19

1000 59,280 18

Table 12.8 Costs Utilized Within Software Solar Advisor Model (SAM) for
the Reference Parabolic Trough Collector System

Direct Cost
Value Utilized in SAM
2010 Unit

Local improvements 25 USD/m2

Solar field 295 (270a) USD/m2

SHTF system 90 USD/m2

Storage 80 USD/kWh-ta

a In the 2014-01-14 version of the SAM software the cost of the solar field was changed to 270 $/m2.

From C. Turchi, Parabolic Trough Reference Plant for Cost Modeling With the Solar Advisor Model
(SAM), 2010.

5. Thermodynamic and Economic Study 399



Table 12.9 Costs for the Parabolic Trough Collector System, in Function of Solar Radiation, for a 3 MWe Organic Rankine
Cycle-Solar System

I (W/
m2)

Costs for Local
Improvements (USD)

Costs of Solar Field
(USD)

Costs of HTF System
(USD)

Costs of Storage
System (USD)

Total Costs
(USD)

150 9.879.946 106.703.417 35.567.806 14.227.122 166.378.292

200 7.409.960 80.027.563 26.675.854 14.227.122 128.340.499

250 5.927.968 64.022.050 21.340.683 14.227.122 105.517.824

300 4.939.973 53.351.709 17.783.903 14.227.122 90.302.707

350 4.234.263 45.730.036 15.243.345 14.227.122 79.434.766

400 3.704.980 40.013.782 13.337.927 14.227.122 71.283.811

450 3.293.315 35.567.806 11.855.935 14.227.122 64.944.179

500 2.963.984 32.011.025 10.670.342 14.227.122 59.872.473

550 2.694.531 29.100.932 9.700.311 14.227.122 55.722.896

600 2.469.987 26.675.854 8.891.951 14.227.122 52.264.915

650 2.279.988 24.623.866 8.207.955 14.227.122 49.338.931

700 2.117.131 22.865.018 7.621.673 14.227.122 46.830.944

750 1.975.989 21.340.683 7.113.561 14.227.122 44.657.356

800 1.852.490 20.006.891 6.668.964 14.227.122 42.755.467

850 1.743.520 18.830.015 6.276.672 14.227.122 41.077.329

900 1.646.658 17.783.903 5.927.968 14.227.122 39.585.651

950 1.559.991 16.847.908 5.615.969 14.227.122 38.250.991

1000 1.481.992 16.005.513 5.335.171 14.227.122 37.049.798

HTF, heat transfer fluid.
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1. INTRODUCTION
Cooking is essential for humankind. Raw food is difficult to eat and digest and can
be insecure. Only some vegetables and fruits are appropriate to be eaten raw if prop-
erly manipulated [1]. In wide areas of the world, water for drinking needs to be
boiled. This is essential to avoid deadly infections, mainly in developing countries
and where nontreated water is used. Preparation of sanitary hot water (SHW) is
also needed to fight illnesses. This means that thermal energy is essential in human
life.
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1.1 ENERGY AND COOKING
A heat source well above water boiling temperature is currently used for cook-
ing, classically burning flames. In developed countries, modern forms of energy
are used to make cooking fast, clean, and controllable. Mainly fossil fuels are
burned, but recently natural gas or liquefied petroleum gases (LPGs, butane,
and propane) are preferred. In the most developed countries, there is a tendency
to use electricity to produce heat, either through the Joule effect or by means of
microwave ovens or induction ranges. The energy consumption and cost of cook-
ing for an average family are generally small in comparison to heating, air con-
ditioning, and other electricity consumption by home appliances, exception made
for the low-income users [2]. This justifies consuming the more expensive option,
electricity, because of its ease of use and high availability. In the poorest situation,
such as in developing nations, and especially in the country and periurban areas,
almost only firewood is burned for cooking, either gathered directly from nature
or procured from local markets, in addition to residues from landfill or from
agriculture.

According to the International Energy Agency, about 3 billion people world-
wide depend on burning solids for cooking [3]. More than 95% of these people are
either in Sub-Saharan Africa or in developing Asia, and around 80% are in rural
areas [4]. A common first evolution from this status is shifting from firewood to
charcoal as it is lighter, more compact and inert, burns with fewer fumes, and gives
a higher and more consistent heating effect. Because of this, it is much preferred in
urban and periurban areas, although starting and stopping cooking is cumbersome
too. Conversion of wood into charcoal wastes at least two-thirds and up to nine-
tenths of the heating content in wood, needing on average 5e7 kg of dry wood
for producing 1 kg of charcoal. The sustainable use of charcoal indicates that
the net CO2 released to the atmosphere by charcoal production and end combustion
is neutral. But its manufacture is very polluting and increases user cost. It is well
known that in many places charcoal use causes deforestation, e.g., Haiti.
Using coal worsens indoor pollution and adds net CO2 to the atmosphere. Transi-
tion to liquid fuels such as kerosene and paraffin oil reduces ash and indoor fumes
substantially but its supply tends to be irregular in many rural areas. Their cost is
high, around 5e15 times that of firewood, although the average efficiency of
paraffin cook stoves is around twice that of those using firewood or charcoal.
Bioalcohol and other liquid biofuels, such as plants oil, have not reached wide-
spread use for cooking because of high cost and complex production. Burning
LPGs is the following step forward toward safety, cooking control, and air clean-
liness. They are costly and scarce in many undeveloped areas despite government’s
tendency to sponsor LPGs for helping low-income families. Access to grid elec-
tricity is even worse in those areas and probably it will not be available in the
foreseeable future in many small and remote communities because of investment
cost. Use of electricity is very clean and controllable but its production by
burning fuels signifies emissions of pollutants to the atmosphere elsewhere.
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A detailed study on choices for domestic fuels within this framework is that by
Bisu et al. [5].

In some regions, the cost of firewood can be higher than the cost of the food it-
self, raising food safety issues.

Biomass amounts to around 10% of world primary energy consumption (fire-
wood, agricultural residues, dung, and waste). The World Health Organization esti-
mated that the use of biomass fuels and charcoal for cooking and heating accounts
for 10%e15% of global energy use [6]. It is the fourth energy source at world level
behind oil, coal, and natural gas and can be around 80% of primary energy con-
sumption in undeveloped countries. Precise data are difficult to gather because
of the noncommercial nature of the directly collected biomass. Firewood used
worldwide for household cooking is around 50% of the total, according to diverse
sources.

Obtaining biogas in anaerobic digesters from collectible soft organic residues is
one possibility of distributing a clean and renewable fuel for small communities [7].
In some places, feedstock and manure biomass consumption compete with fertil-
izers; but in other areas, its use as fuel is a way to manage excessive biological res-
idues, e.g., Chen et al. [8]. In periurban areas, digesters seem inappropriate because
of space requirement, odors, and insects.

1.2 COOKING WITH WOOD AND THE ASSOCIATED HEALTH
PROBLEMS

One main problem with combustion in poor dwellings is indoor air pollution; actu-
ally, it is common smoke. Toxic gases are produced, such as carbon monoxide (CO),
unburned and partially burned hydrocarbons (noncondensing hydrocarbons), and
flying particles (ash, tar, and cinder). This is a problem also for not-so-low-
income dwellings [9]. Breathing this polluted air daily leads to illnesses, including
stroke, ischemic heart disease, chronic obstructive pulmonary disease, and lung can-
cer [10e12] among others. For the poorest dwellings, an effective chimney is
frequently nonexistent but only small ventilating apertures. Two to four million pre-
mature deaths worldwide per year are attributed to this cause [13,14], decreasing
GDP, e.g., Naciones Unidas/OCDE [15].

Indoor domestic air pollution is higher as a result of the low efficiency of the
cook stoves used, mainly open fire and frequently on the floor (three-stones cooker).
The energy efficiency is typically not higher than 15% of the lower heating value of
wood [16]. This translates into an increased amount of hot fumes. Because these are
used for indoor space heating and eventually smoking hanged meat, this method
does not promote ventilation. Mainly children and women breathe polluted air for
a prolonged period. Also, they spend many hours gathering wood, which is difficult
in the initial stages of economic development, and augments risks of accidents,
kidnapping, being prone to attack by wild animal, and being affected by articular
lesions. This duty also precludes children going to school. Cultural and gender issues
can aggravate this problem [17].
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1.3 COOKING WITH WOOD AND THE ASSOCIATED ENVIRONMENTAL
PROBLEMS

Deforestation is another consequence of nonrenewable firewood collection and even
more if charcoal is obtained [18,19].

The immediate step for helping people in reducing firewood consumption is
doubling the efficiency of the primitive cook stoves by using improved versions.
Basically, they enclose the flame in a re-radiating insulated environment that pro-
motes complete combustion and directs hot combustion fumes toward the cooking
pot(s) to enhance heat transfer [20]. Many models of improved cook stoves are avail-
able, made of clay pottery, can sheets, welded steel, or a combination of them, either
constructed in place or in remote factories [21]. Large dissemination campaigns
have been endeavored for improved cook stoves implementation, reporting good re-
sults, but still, firewood is necessary [4,22]. Air pollution and greenhouse gases
emission are also reduced but not eliminated, raising doubts about the efficacy of
these initiatives in the long term. In their study, Lacey et al. [23] indicate the benefits
of complete abatement of domestic solid fuel burning “Abatement in China, India,
and Bangladesh contributes to the largest reduction of premature deaths from
ambient air pollution, preventing 198,000 (102,000e204,000) of the 260,000
(137,000e268,000) global annual avoided deaths in 2050.ˮ In Sub-Saharan Africa,
about 730 million people cook with solid fuels, according to the study by the Inter-
national Energy Agency [24]. The shift to charcoal in urban areas in combination
with population growth could increase the pressure on declining forests for firewood
consumption.

Combustion cooking forms a non-negligible source of atmospheric greenhouse
gases. In the study by Xu et al. [25], different measures to reduce the carbon foot-
print of cooking are reviewed.

1.4 COOKING WITH SOLAR ENERGY
The use of solar energy for cooking eliminates the air pollution, use of scarce fire-
wood, its cost, and burden [26]. Many energy-poor areas in the world are very sunny
[27] [28]. Despite the much-studied advantages of solar cooking, it is still underused
[29].

Almost all the existent solar cookers are of the thermal type. They share some
characteristics with the more advanced photovoltaic (PV) solar cookers that eventu-
ally will replace them. This is why they are presented first.

The use of solar energy dates back to ancient times, although cooking with the
sun seemed too inconvenient. Even nowadays it is not much used, although several
millions of solar thermal cookers have been deployed. Many people do not realize
that it is actually possible. Billions of people still do not have access to modern
forms of energy so that the potential benefits are huge, including fighting against
global climate change. Nowadays solar thermal cookers are low cost and convenient
for an individual size, family size, and even community size. There are facilities for
cooking several thousand meals a day, all with solar thermal technologies. In India
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and in other countries there are food processors that use solar cookers in their oper-
ations [30,31]. Elsewhere in the world, solar restaurants use only the sun to cook
meals [32]. Outdoors space requirement for solar thermal cookers is high because,
in addition to sun collection, space is required for food preparation. Nevertheless,
in periurban areas, it is still possible [33], especially with innovative PV cookers
(more on that in the following sections).

Direct exposure of food to solar irradiance, with a maximum of around 1 kW/m2

at midday, is not strong enough to elevate temperatures so that cooking is performed,
only drying happens. Special devices have to be employed to reach cooking temper-
atures under the sun, actually using either or both of the following techniques:

• Heat retention. This means protecting the cooking utensil with a greenhouse
effect cover. This is produced by windows made of glass, which is transparent to
solar rays but opaque for infrared spontaneous self-radiation. A sealed cover
also keeps the hot air and steam from escaping. In nontransparent sides of the
cover, conventional heat insulation needs to be implemented using wool, glass
fibers, foams, dry grass or leaves, etc.

• Optical solar concentration by means of mirrors and lenses. They increase the
irradiance (W/m2) impacting in the utensil containing food. From another point
of view, optical concentration allows the heat losing area to be much smaller
than the solar collecting area, increasing efficiency.

The combination of both techniques forms a contemporary thermal solar cooker
of the thermal type. Some examples are shown in Figs. 13.3 and 13.4. Convenient
features are the possibility of being constructed with local tools, elements and tech-
niques, even scrap materials, and not needing much maintenance but ordinary clean-
ing. Solar thermal cookers:

• Can use the traditional metallic pots as utensils, only requiring to paint their
exterior black to absorb sun rays.

• They are preferred for helping displaced people (e.g., refugees) and are preferred
over fueled cookers for the null fire risk they offer and for not requiring supplies.
Some solar cookers are very light and foldable, thus portable.

• In developed countries, forest fires consume natural spaces every year, some-
times caused by barbecuing. If they are replaced by effective solar cookers not
only the fire risk is eliminated in parks and forest rest areas but also cooking
with the sun forms an educational experience about sustainability.

2. SOLAR COOKING POSSIBILITIES
Conventional solar cookers are thermal. This means that the sun rays are impacting
on an absorbing surface where they are instantly dissipated as heat that is transferred
to the food. Figs. 13.3 and 13.4 show some examples. The heat transfer to the food
can be direct or can be diverted to an additional body that stores it for a delayed use,
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constituting the indirect solar cookers. Obviously, the heat storage must be at a
higher temperature than that needed for cooking.

Another possibility is to transform the sun’s energy into electricity by means of a
PV solar panel. This electricity can be easily transported using cables to a remote
(indoor) ohmic resistance put in contact with the food or even submerged in it.
This makes a PV solar cooker. Its main inconvenience is the low efficiency of the
available solar panels ðhy10%� 15%Þ and its cost. Big advantages are needing
only some roof space and sharing space in the kitchen.

Let us assume a single representative meal for a small family composed of 0.5 kg
of rice and 1.5 kg of water. Rice has a specific heat that is not much smaller than that
of water so that 2 kg of water can be safely assumed.

Bringing 2 L of water from ambient temperature Ta ¼ 25�C to boiling,
Tbow100�C requires an output heat amounting Q ¼ mwcwDT ¼ 2 kg �
4:2 kJ=kg K� 75 K ¼ 630 kJ. Assuming that 37% of the total amount is lost to
ambient (energy efficiency h ¼ 0:63, only attainable with advanced electric or solar
cookers) z 1 MJ z 0:28 kWh of heat is required as input. Less efficient cooking
may represent up to twice this energy consumption and three stone cookers four
times. On the other hand, reducing the water content, during the cooking time,
Fig. 13.2, requires boiling approximately half of this water (w1 kg) for a represen-
tative recipe. This means an output of Q ¼ mboLbo;w ¼ 1 kg� 2:26 MJ=kg ¼
2:3 MJ ¼ 0:64 kWh. Now applying larger heat losses during boiling, because of
a higher average temperature than during heating, makes about
3:7 MJ ¼ 1:0 kWh input energy required for just boiling, indicating the high en-
ergy consumption for reducing the water content in the food, common for traditional
recipes such as rice cooking. Let us assume 1.0 kWh total energy input. During the
central hours of a sunny day, G ¼ 1 kW=m2 of solar irradiance is available,
assuming h ¼ 35% efficiency of a 1.5-m2 solar collecting surface of a solar thermal
cooker, makes cooking last to about 1.2 h, fairly long time. For a PV panel, this time
doubles as its efficiency is about half of this amount. Thus, recipes needing to evap-
orate less water jointly with techniques to enhance efficiency are necessary.

Solar cooking shares with other solar technologies its variability, making solar
cooking impossible during cloudy days. Moreover, dinner and breakfast cannot be
cooked on time for the lack of sun at those times. This makes both heat retention
on the food itself and thermal energy storage (TES) in an additional body very
important to delay in time cooking some hours [34]. This means keeping the food
hot enough so that residual cooking continues with no energy output, just using
the stored thermal energy. For that, a high thermal insulation is required. Nowadays,
these techniques are not much developed, exception made of the hay baskets
[35e38] and experimental prototypes.

The dramatic price reduction of PV panels [39] offers the possibility for indoor
solar cooking with renewable electricity at an affordable cost, which is relevant not
only for isolated communities but also for periurban areas. Financial help is
required as its amortization by not consuming any fuel can take many years. At
the same time, PVopens the possibilities for home off-grid electrification, allowing
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telecommunication, lamp charging, cold production for food and medicines pres-
ervation, etc., as their consumption is smaller than that required for cooking. Thus,
highly appreciated commodities are offered. Some studies have analyzed the strat-
egy of starting modern energy supply for illumination and mobiles charging to
1.2 billion people who are without grid access worldwide and 1 billion more
with erratic access. This can be achieved by deploying solar home systems of
pico-power size PV (1e10 W peak of electricity, Wp) [40] and even expanding
them to supply radios, TVs, and fans with 100-W peak PV systems. In some
studies, like that by Phadke [41], the basic needs of cooking, water sterilization,
SHW, and food preservation are not considered in this kind of campaigns,
surprisingly as these are the basic needs. The very important sterilization of surgi-
cal instruments using solar energy in remote locations has also received some
attention [42].

3. FUNDAMENTALS OF COOKING
Cooking requires reaching at least temperatures T above 70�C for some time. Other-
wise, pathogens survive and cooking does not happen. Humid food preservation
needs higher temperatures. Reaching the required temperature inside of solids is
delayed from the instant this temperature is reached in the surrounding liquid.
When cooking with combustion or with electricity, the power delivered to the
food is so high (0.5e2 kW) that this is seldom a problem and boiling water
(Tboz 100�C at sea level) is the current practice to guarantee sterilization and in-
crease fluid agitation by bubbling. Frying, toasting, and barbequing require higher
temperatures.

Low-temperature cooking at T < 100�C is possible and convenient to minimize
heat losses to the surroundings, while tenderness and flavor can be enhanced
[43e46]. But at higher temperatures, cooking is faster and operates in a different
way because some chemical reactions appear (e.g., browning by Maillard reaction)
so that a high temperature is a basic parameter for some recipes. Reducing water or
oil addition in a classical recipe and increasing cooking time is current practice in
solar cooking, but not always. This obliges people to change their cooking habits,
which is not always easy, especially in a poor and noninstructed environment,
even taking into account the benefit of the time recovered from avoiding firewood
collection.

To understand the many possibilities that solar cooking offers, a simple thermal
model seems useful.

4. THERMAL MODEL OF A PHOTOVOLTAIC COOKER
The net transient heat transfer to a single body _Qtr ½W� causes its temperature T to
change along time t and/or evaporate water. For simplicity, we consider the utensil
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(pot), food, and added water (sauce) as a lumped single body at a homogeneous tem-
perature T above ambient > Ta ½K�, owing to the small Biot number (Fig. 13.1).
Cooking chemical reactions take negligible energy when compared with heating
and boiling energies.

The net power delivered to the food by a PV system is proportional to the aper-
ture active area of the PV panel Aa times the incident solar irradiance GT normal to
Aa and times the overall efficiency hPV between the panel and the delivery ohmic
resistance in contact with the food. The energy balance can be formulated as:

_Qtr ¼ Cbþc
dT

dt
¼ AaGThPV

zfflfflfflfflffl}|fflfflfflfflffl{PV heat

� UAðT � TaÞ
zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{Heat loss: _Ql; dry

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{_Qtr; dry

� _mboLbo
zfflfflffl}|fflfflffl{Enthalpy loss by evaporation or boiling

(13.1)

In Eq. (13.1):

• Cbþc is the heat capacity of the body (food, water, and utensil) and cover,

respectively; Cbþc ¼ Cf þ Cw þ Cu þ Cc

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Utensil

[47]. C ¼ c� m, where c is the
specific heat of mass m. An insulating cover usually is at an intermediate
temperature between body and ambient; thus, its thermal capacity Cc ½J=K� is a
fraction dc < 1 of its real one Ccover.

• A
�
m2

�
is the area for heat losses, with the following subscripts: by con-

ductioncond, convectionconv, and radiationrad. Normally, it is considered the
external utensil area (see Fig. 13.1).

• GT is the tilted solar irradiance
�
W=m2�, normal to the aperture surface, in-plane

or with null incidence angle [48].

,
Body

CoverConvec�on

Radia�on

Radia�on

Electricity PV panel

FIGURE 13.1

Scheme of a photovoltaic (PV) solar cooker indicating thermal losses.
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• U
�
W=m2 K

�
is the global heat transfer coefficient through A [47], including the

cover as a barrier toward ambient. Generically, U ¼ Ucond þ Uconv þ Urad as
they act in parallel.
• Uconv. It increases with T � Ta for natural (free) convection. For forced

convection, it increases with wind velocity vw.
• Urad increases with body temperature and can be much reduced by a glass

single- or double-layered cover, being generally
Uconv; air zUrad; amb z 5� 20 W=K m2 when cooking at Text ¼ 100�C and
no wind.

A representative value for the parameter U considering either convection or
radiation toward ambient is that of a sphere into air, as the detailed shape of a
compact body does not have much influence either to convection or to radiation
heat transfer.
For elements in series (i.e., several layers in a single path),

UA ¼
�P

i
ðUiAiÞ�1

��1

, so that the smallest U controls the overall value. This

is why a layer of thermal insulation
�
Uinw0:1� 1 W=K m2

�
as a cover is

usually devised to dominate the value of U from the body to ambient, and this
method significantly reduces heat loss.

• _mbo ½kg=s� is the mass flow rate of evaporated liquid from the foodstuff, typically
waterw, whose phase change enthalpy is very high Lbo;w ¼ 2:26 MJ

	
kg.

• For T < Tbo, there is evaporation, _mbo is proportional to the liquideair
interphase area, grows rapidly with T and liquidegas agitation, and it is
smaller when liquid contains dissolved or suspended nonvolatile substances,
e.g., salt or oil, according to the Dühring’s law.

• For T ¼ Tbo, boiling heat balances net heat applied so that _mboLbo;w ¼ _Qtr;dry

and temperature stabilizes. The resulting concentration of less volatile
components increases boiling temperature.

4.1 SOME RESULTS OF THE MODEL
The temperature versus time evolution during cooking is sketched in Fig. 13.2. At
the beginning, when T ¼ Ta, the heating power _Qtr is maximum, as losses are
null. As temperature increases, losses increase reducing the net heating power
down to null when losses equal gain at what is called stagnation temperature. Actu-
ally, if all terms in Eq. (13.1) are constant except T and t, one can integrate Eq. (13.1)
with no evaporation neither boiling in a time period between ðt1;T1Þ and ðt2; T2Þ
(Fig. 13.2):

Tst;dry � T2
Tst;dry � T1

¼ exp



� t2 � t1

t�coo

�
; t�coo _¼Cbþc

UA
; _Qtr ¼ AaGThPV

Tst;dry � T

Tst;dry � Ta
(13.2)
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• Tst;dry is the dry stagnation temperature, formulated in Eq. (13.4) with the
simplification of U ¼ UjT¼Tst

, meaning this constancy along the whole heating
process, as a simplification.

• t�coo is the characteristic cooling time at the same operating conditions than
heating but with GT ¼ 0. Eq. (13.5), also considering constancy during cooling.

Both parameters can be considered for an average value during heating U, be-
tween T1 and T2, so that the parameters, previously considered constant, can be
now only piecewise constant.

Maximum temperature is reached when dT
dt ¼ 0:

• If there is boiling, according to Eq. (13.1):

_mbo ¼
AaGThPV � UjT¼Tbo

AðTbo � TaÞ
Lbo;w

(13.3)

• For no boiling or evaporation (requiring a pot cover or no significant amount of
water in the food), the steady-state dry stagnation temperature is obtained:

Tst;dry ¼ Ta þ AaGThPV

UjT¼Tst
A

(13.4)

In Fig. 13.2, when t > tstop G it corresponds to GT ¼ 0 (dusk, heavy cloud, or in-
doors); cooling rate dT

dt < 0 is maximum in magnitude at the higher temperature and
slows down as ambient temperature is approached. Integrating Eq. (13.1) with all the
parameter constants excepting t and T between period ðtI ; TIÞ and ðtII ; TIIÞ
(Fig. 13.2), one gets:

TII � Ta
TI � Ta

¼ exp



� tII � tI

t�coo

�
(13.5)

Time t

Temperature T 

Possible boiling 

Transient process 
Cooling 

Steady state process 
Keep cooking 

Pasteuriza�on 

Transient process
Hea�ng

Ta

FIGURE 13.2

Representative temperatureetime evolution starting and ending at ambient temperature.
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In Eq. (13.4) the characteristic cooling time can be a function of the overtemper-
ature, t�coo t�coo ¼ t�cooT � Ta. A further simplification is when it is considered con-
stant all over the cooling process.

Thermal insulation reduces U to something slightly larger than the value of the

insulation Uin ¼ kin
l where the heat conductivity of the current insulating material is

kin ¼ ð0:04� 0:05ÞW=K m and l is the thickness of the insulation layer. Just

l ¼ 5 cm gives Uin ¼ 1 W
	
K m2 � Uconvþrad;air .

The average water heating power _Qtr and efficiency h during heating can be
calculated between: (1) a temperature slightly higher than Ta to avoid cooling water,
T1;hea, and (2) a temperature T2;hea slightly lower than Tbo to limit appreciable mass
loss mbo because of evaporation:

_Qtr ¼ Cw
T2;hea � T1;hea
t2;hea � t2;hea

; hhea ¼
_Qtr þ mboLbo

zfflfflffl}|fflfflffl{Optional

GTAa
; hbo

z}|{
Steady�state

at T¼ Tbo

¼ mboLbo
GTAatbo

(13.6)

In this equation, the boiling efficiency hbo during a time tbo has been introduced,
although it is seldom used.

Generally, a constant GT is required to obtain consistent results; thus, central
hours of the day are typically used for testing.

(B)

(A)

Taire

TbTTTTTTTTTTTTTTTTbbbbbbbbbbbbbbTTTTTTTTTTTTTTTTTTTTTTTTTT

Optional aluminum foil

Food

Absorber: black painted 
conductive base plateThermal insulation

Foldable double layer 
glass windowAluminum 

foil mirror

Foldable booster mirror with heat 
insulation for heat retention while 

closed after sun exposure 

Black Pot
utensil

FIGURE 13.3

(A) Section of a generic solar box oven containing a single pot. (B) A Cookit type solar

thermal cooker made of cardboard and aluminum foil. Scrap washing machine windows

as greenhouse cover and thermocouples for testing.
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When cooling in the shadow with no evaporation, Eq. (13.1) reduces to:

U ¼ � Cbþc

AðT � TaÞ
dT

dt
(13.7)

This equation indicates that by deriving the T � t evolution one can obtainU as a
function of T , or alternatively U ¼ UhT � Tai, requiring always to specify A. Cbþc

can be experimentally evaluated with a constant known power, such as with an elec-
trical resistance under adiabatic conditions. In Lecuona-Neumann [49] and Lecuona
et al. [50] more details are explained.

Pressure pots maintain a higher than atmospheric pressure inside it during
boiling, resulting in an increased Tbo, reducing the time for cooking, at the expense
of slightly higher sensible heat loss. A pressure pot/cooker is necessary, more expen-
sive than an atmospheric pot.

5. HEAT STORAGE (THERMAL ENERGY STORAGE) WITH
SOLAR COOKING

Cooking time extension is performed currently by wrapping the pot containing the
already finished or partly cooked food with a insulating cover that commonly is
located indoors. Also, they allow maintaining the food warm for some hours thus
ready to serve. This practice is also known as heat retention. Down to 70�C cooking
continues appreciably, performing what is called fireless or thermal cooking
[43e46]. In locations where training on the topic has been performed, ordinary bas-
kets filled with hollow materials are useful and become popular. It is enough to fill
the baskets with used clothes, hay, or dry leaves [43e46]. They insulate not very
well as they allow steam and hot air transpiration, but in contrast, this avoids
mold formation. Low-temperature cooking is a fashionable tendency nowadays in
developed countries [43e46]. A better option is to construct highly insulating indoor
covers, as shown in Fig. 13.4.

There are two additional possibilities to extend or to delay cooking after sunset or
to allow cooking during cloudy periods in a day e sensible and latent TES.

5.1 SENSIBLE HEAT THERMAL ENERGY STORAGE
Storing sensible heat (elevating temperature) in the food is not enough to keep it
warm for hours, neither is it enough to avoid ruining cooking during a prolonged
cloudy period. This limitation can be overcome by heating an additional mass of ma-
terial at an elevated temperature that continuously or later is put in contact with the
food. If this mass has stored enough heat at enough elevated temperature, it could
even cook by itself, what is called delayed cooking [51]. This means a slower heating
during the morning under the sun until the cooking temperature has been reached in
the storage mass and cooking in parallel with further charging. Introducing the TES
in an insulating cover maintains its cooking capacity for typically several hours and
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even 1 day. If this thermal “battery” cools down to a temperature lower than 70�C,
still SHW can be produced with it.

Integrating Eq. (13.7) for t > tG stop (Fig. 13.2) considering the utensil and cover
in contact with the TES and neglecting evaporation, the temperature results in a
similar expression than Eq. (13.5):

TII � Ta
TI � Ta

¼ exp

�
� UA

CbþcþTES
ðtII � tIÞ

�
(13.8)

This makes t�coo;TES ¼ mTEScTESþCbþc

UA the time when initial overtemperature TI � Ta
reduces by a factor e�1 ¼ 0:368. If desiring t�coo;TESz 10� 20 h, a large mass mTES

is required of a material with large enough specific heat cTES.
Putting the food in contact with the TES performs cooking. Storage in sand, used

engine oil, rocks or cast iron has been attempted, but always the mechanisms
involved is sensible heating s, so that to store a significant amount, high temperatures
are needed, resulting in a low efficiency of the solar cooker hhea (Eq. 13.5) when
charging with the sun. Also during storage losses will be higher. If bringing to
boil a mass of water mw at 25�C with a mass of TES mTES, a temperature above
100�C, DTTES is required, it can be calculated with an adiabatic heat balance be-
tween both masses, neglecting the heat capacity of the utensil and cover:
DTES;S ¼ mwcw

mTEScTES
ð100� 25Þ�C . As cw

cTES
z 1� 10 (exception made for liquid

FIGURE 13.4

(A) Thermal energy storage (TES) utensil with phase-change material (PCM) between

outer and inner coaxial pots, being charged on a high-concentration thermal solar cooker

of the paraboloidal dish type, model Icogen, in a testing campaign. (B) Insulating cover for

keeping heat for an indoor use of the charged TES utensil, made of a cardboard box,

plastic metalized film, and polyurethane foam.
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ammonia) either large mTES or/and DTES are needed. Storing heat in water or any
other volatile liquid is inconvenient because of vapor pressure growth. Storing
heat in hot oil accelerates its degradation and gum formation, besides producing
odors.

5.2 LATENT HEAT THERMAL ENERGY STORAGE
Better choice than sensible heat TES is latent heat TES with phase change materials
(PCMs) [52,53]. Some implementations are reported in Sharma et al. [54] and
Lecuona-Neumann [49]. Melting the PCM stores energy at a constant temperature,
which is given back when solidifying. If melting occurs above 100�C, it allows
boiling water when heat is restituted in solidifying the PCM. Acetanilide has been
attempted as PCM [55]. The sugar alcohol erythritol ER is a good choice, with phase
change at TPC ¼ 118�C and involving LPCM;ER ¼ 340 kJ

	
kg, amount similar to the

one of ice. It is eatable and is massively produced as a noncaloric sugar at an indic-
ative retail price of 5 V=kg. Performing again the above-mentioned adiabatic heat
balance with two identical TES masses, a reduction of overtemperature required for

latent heat storage of DTTES;l ¼ L
cTES

is obtained. For erythritol, it is around a descent

of 120e250�C as cTES;ER ¼ 1:38 kJ=K kg when solid and 2:76 kJ=K kg when liquid

[49], resulting in a great advantage over sensible TES. The mass of PCM required to
adiabatically heat up to the boiling temperature a mass of cold water mw only by
phase change is mTES ¼ mwcw

LTES
75�Czmw using erythritol. Some numerical studies

can be found in Lecuona et al. [34] and Tarwidi et al. [56]. Experimental results are
shown in Lecuona-Neumann [49]. An essay on figures of merit for TES solar
cookers can be found in Lecuona et al. [50].

With the currently available PCMs, heat conductivity has to be enhanced using
submerged metal fins, sponges, or particles, as the heat conductivity of PCMs is not
high enough, e.g., kER ¼ 0:733=0:326 W=K m as solid or liquid. Issues still under
review are PCM subcooling and thermal degradation [57]. One topic up to now
not much studied is the separation of the PCM from the container walls when con-
tracting as a result of solidification.

6. PHOTOVOLTAIC SOLAR COOKERS
PV solar cookers have been attempted elsewhere [58], using large solar panels and
heavy leadeacid batteries. In this section, an ongoing research for the development
of a cost-effective PV solar cooker is described and its principles described for en-
gineers and entrepreneurs to bring the ideas to a reliable product for developing
countries.

The basic design is an isolated electric system (Fig. 13.5). A PV solar panel is
fixed on the roof, eventually with some periodic adjustment of its orientation for bet-
ter gathering sun rays. Cables transport DC electricity to the kitchen. Batteries or
preferably TES serve as storage for delayed cooking. Hydrogen-based electric
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generation, storage, and ulterior burning have been studied [59] but its application in
developing countries seems too far in the future because of cost.

Nowadays solar panels are massively produced with a retail price per watt
peak (@ Gn ¼ 1 kW

	
m2 and Ta ¼ 25�C) of the order of 0.7e1.0 V/Wp down

to 0.5 V/Wp for large quantities. The largest silicon panels with Aaz 2 m2 yield
around 300e315 Wp, at 12 or 24 V nominal. This power is equivalent to the net
power of a thermal solar cooker of family size with the advantage of making
possible a high thermal insulation of the pot because of not having to devise ap-
ertures to the sun light around the pot. This defines the possibility of clean and
sustainable cooking indoors and also provides surplus electricity for other
home uses (25 Wp are typically considered enough for illumination and mobile
charging). Deep cycle leadeacid batteries match the panel cost for 2.5 kWh
nominal charging capacity of which only around 1/10 to no more than half of
it can be used for storage to avoid operational life reduction. Leadeacid batteries
have a short duration, w103 charging cycles, and are polluting residues if aban-
doned. The power here considered is enough for cooking a meal on a sunny day
and adequate for the yearly average daily production of 1.5e1.7 kWh of the fixed
stand-alone panel in northern Africa, as a reference, according to Photovoltaic
Geographical Information System [28]. This level of production will enter the
dwelling into the official classification of “access to electricity” as more than
500 kWh per year will be possible. A complement will be required for cloudy
days. Doubling the PV panel will add more availability but no additional changes
will be required if the controller copes with the double intensity. Two additional
devices are needed for a feasible solar cooker: (1) a pot containing a resistance
(electrical pot or boiler) with enough heat insulation that allows cooking with
this power level and (2) a PV panel controller without batteries, which is not
currently in practice.

AC electrical pots including a microprocessor with 1e1.2 kW maximum power
are available at 30e100 V retail price in the international market with 5e6 L capac-
ity. They incorporate washable inner liners, insulated lid, and double wall, thus heat
is insulated and even capable of acting as a moderate pressure cooker. Eventually, its

FIGURE 13.5

Layout of a stand-alone photovoltaic (PV) solar cooker with no batteries, using an

electronic controller including a charging port for externals.
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heat insulation can be improved with fiberglass matt. An independent electrical
resistance for a nominal 24 V/300 W or even with a 600 W additional plug needs
to be added in the heating base plate, thus eliminating the necessity of a DC/AC
inverter for PV electricity and corresponding energy losses w10%. This way the
pot retains the capacity of using the grid AC electricity when available. This elec-
tricity can be also solar if in a later time a solar power plant feeds the community
[60,61].

For an efficient DC supply, a PV panel controller is needed to match its I � V
characteristic to heat the fixed resistance R to capture the maximum power under
different irradiances, either along the day or in cloudy periods (Fig. 13.6). Other-
wise, points indicated with a cross will be the operational points with the fixed resis-
tance, producing less energy at part load.

The result is shown in Fig. 13.6.
The simplest control technique is an input feedback electronic circuit for

constant-voltage operation of the panel, using duty cycle modulation, eventually
with correction for sun irradiance and panel temperature. No smoothing of the
output voltage is advisable so that when the circuit is open the constant voltage is
applied to the constant resistance. A better technique is based on a switching con-
verter microcontroller-based circuit that iteratively tracks the maximum power point
in a continuous way [62]. The absence of battery makes current commercial control-
lers not useful. In the study by Lecuona-Neumann et al. [63], there is a description of
a PV cooker with neither a battery nor an inverter, using a commercial electric pot.
The power of such device

�
Aaz 2 m2

�
would be enough to serve also as a micro

power plant [41]. For houses in developed countries, the programmable electric
pot could be a modern appliance for sustainable kitchen practice and even a valued

Voltage V

Intensity I

FIGURE 13.6

Intensityevoltage curves of a solar panel at four different normal irradiances and constant

temperature. The dash-dot line is for constant maximum power. Maximum power point

(MPP) control operation is shown with hollow circles. Dashed line indicates the I � V

relationship of a fixed load resistance R matched at peak irradiance. Cross points are

matches with constant R operation without control. Thin line indicates V ¼ const:

controlled operation.
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accessory for rapid deployment emergency houses. PCM TES can be an optional
add-on block inside the pot for delayed cooking.

As an example, one can use Eq. (13.3) for Tst;dry and assuming a 5-cm thickness
of a typical insulation matt, such as fiberglass, and 30-cm size cylindrical pot, the
insulation UA is much smaller than the UA for radiation and convection to the sur-
rounding, thus it is dominant. As mentioned above Uin ¼ 1 W

	
m2K. Let us assume

central hours of a clear day with the PV panel not exactly oriented to the sun, then:

Tst;dry ¼ Ta þ AaGThPV

UinA
¼ 25�Cþ

2 m2 600
W

m2
0:15

zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{QS¼240 W electrical input

1
W

m2K
3:1416



0:32

2
m2 þ 0:3 m� 0:3 m

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

0:424 m2

¼ 596�C
(13.9)

Obviously, this temperature will not be reached as evaporation and boiling will
limit it, and increase of external U, but this calculation indicates that with a good
enough insulation, cooking with a 2 m2 PV panel is possible and boiling can occur.
If U were half of this value, still the dry stagnation temperature would be high. The
rate of water boiling can be estimated, according to Eq. (13.3):

_mbo;w ¼ AaGThPV � UjT¼Tbo
AðTbo � TaÞ

Lbo;w

¼
240 W� 1

W

m2 K
0:424 m2ð100� 25Þ�C

2:26
MJ

kg

¼ 0:33
kg

h
(13.10)

This is a modest rate, so that excess water has to be avoided to not have a pro-
longed boiling time.

The cooling characteristic time is obtained according to Eq. (13.2) and assuming
mbþc as the mass of 2 L of water, thus only relying on heat retention on the food:

t�coo _¼Cbþc

UA
¼

2 kg� 4:18
kJ

kg K

1
W

m2K
0:424 m2

¼ 5:5 h (13.11)

If the starting temperature were that of boiling, after this time the food temper-
ature would be, according to Eq. (13.5):

TII ¼ Ta þ ðTI � TaÞexp


� tII � tI

t�coo

�
¼ 25�Cþ 75�C

e
¼ 53�C (13.12)
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This temperature would be perfect for serving.
Let us assume an applied PV power of QS ¼ 240 W and the mentioned param-

eters assumed constant along the heating process. This is representative of the cen-
tral hours in a clear day, when GThPV can be considered constant for simplicity. The
evaporation and boiling can be estimated using the Antoine equation for water satu-
ration pressure ps;whTi and assuming the evaporation water mass flow _mbo;w propor-
tional to it and equal to the net dry power at Tbo;w ¼ 100�C when ps;w ¼ 1 atm.

ps;whTi ¼ 10

�
8:07131� 1730:63

T
K
�39:724


760

atm (13.13)

This means open air evaporation of the heated water. Thus,

_mbo;whTi ¼ QS � UAð100 �C� TaÞ
Lbo;w

ps;whTi
1 atm

(13.14)

This limits the time evolution of the water temperature to 100�C, using the finite
difference system of equations for increments in temperature DT and mass mw dur-
ing time increment Dt:

DT ¼ Dt

mwhticw
�
QS � UAðT � TaÞ � _mbo;whTiLbo;w

�
; Dmw ¼ � _mbo;whTiDt

(13.15)

Fig. 13.7 shows the results. For the herewith used value of U ¼ 1:0 W=m2K, one
can appreciate that cooking ðT > 70�CÞ starts 40 min after the beginning and
boiling starts at around 2 h after beginning. Cooking continues until about 4 h.
Now evaporation reduces cooling characteristic time about 1 hour, resulting in
t�coo ¼ 4:5 h. Water loss during boiling is 0.33 kg/h, coinciding with Eq. (13.10).
The water weight loss is 0.809 kg when T ¼ 70�C during the cooling process,

100

90

80

70

60

50

40

30

20

100

90

80

70

60

50

40

30

201

1.2

1.4

1.6

1.8

2

0 1 2 3 4 5
t [hours]

T
[°C] T

[°C]
mw
[kg]

1

1.2

1.4

1.6

1.8

mw
[kg]

6 7 8 9 10 0 1 2 3 4 5
t [hours]

6 7 8 9 10

(A) (B)

FIGURE 13.7

Water temperature and mass of water time evolution considering evaporation and

saturated boiling. Cooling ðGT ¼ 0Þ starts after 3 h in the same utensil, as described. The

blue dot line (black in print versions) indicates start of cooking. (A) U ¼ 1:0 W
	
m2K.

(B) U ¼ 5:0 W
	
m2K.
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end of cooking. Just evaporation becomes difficult as a result of using a thermally
insulated lid or/and reducing boiling by a pressure cooker this amount can be
much reduced. A higher value of the overall heat transfer coefficient and
U ¼ 5:0 W

	
m2K can be representative of a thinner insulation, some thermal bridges

and a moist insulation. One can appreciate in Fig. 13.7 the slower heating and the
faster cooling and the slightly shorter cooking time, not actually reaching boiling.
Correspondingly, there is a substantial smaller water loss. During cooling, timee
temperature evolution is different in both cases. In both cases, one can appreciate
that the equilibrium temperature at the end of cooling is lower than ambient temper-
ature Ta ¼ 25�C owing to the cooling effect of evaporation, down to a temperature
that is an equilibrium of evaporation with heat input from ambient.

7. CONCLUSIONS
Solar cooking offers possibilities of reducing the burning of biomass for cooking,
which causes pain, illnesses, and deforestation in one-third of world population in
the developing countries.

PV panels offer a great potential for indoor cooking and also for bringing renewable
electricity to homes, not only in isolated communities but also in periurban regions.

PCM-based TES offers the possibility of getting rid of current technology batte-
ries and the associated cost, burden, and pollution.

Simple electronics for control makes possible the circuit manufacture and main-
tenance on site.

Preliminary modeling results are encouraging and serve to demonstrate the feasi-
bility of the rapidly evolving PV technology to help a sustainable development.
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NOMENCLATURE

Variables and parameters
A Rotor swept area
Ag Wind gust amplitude
Cp Power coefficient
EO,abc Inverter output voltage
EOd, EOq Inverter voltage (deq frame)
idc Current at dc side
IOd, IOq Inverter current (deq frame)
Ls Leakage inductance transformer
m Modulation index
P, Q Active and reactive power
Pm Mechanical power
Rm Maximum radius of wind turbine
Rs Transformer resistance
S Switching function
Teg End time of the wind gust
Tsg Time start of the wind gust
Udc The voltage at dc side
Vsa Phase voltage at the supply side
Vw Wind speed
Vwa First wind speed
Vwg Wind speed gust component
Vwr Wind speed ramp component
Vwt Wind speed turbulence
X Transformer reactance
a Phase angle
b Pitch angle
q The angular speed of the voltage supply
l Tip speed ratio
r Air mass density
um Angular shaft speed

Subscripts
a, b, c a, b, c Frame
d Direct axis
dc Direct current
e Electrical value
g Grid
m Mechanical value
q Quadrature axis
s Supply
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1. INTRODUCTION
Worldwide, the development of wind power is dramatic. The number of wind power
installations will roughly double in the upcoming 5 years, in accordance with the
Global Wind Energy Council. China will be the principal participant of wind power
installation, however with important contributions from Europe and United States.
The United States recommends that a much stronger enterprise emerge, setting
the stage as a result of the rapid increase in the advent in the last few years. New
markets are developing across Africa, Asia, and Latin America, as a result of the
increase in market from the previous decade. In Asia, China is leading in the produc-
tion of wind power followed by India; however, market is growing rapidly in
countries such as Indonesia, Vietnam, the Philippines, Pakistan, and Mongolia [1].

The first market in Africa to pass the 1000-MW value in 2014 has been South
Africa. Egypt, Morocco, Ethiopia, and Kenya will be the dominant developing
markets. Brazil will be the prime player in Latin America, followed by Chile and
Uruguay, and a potentially great market is just now opening in Argentina. The
annual installed capacity by region during the period 2007e15 is shown in
Fig. 14.1 [1].

Nowadays, the integration of renewable energy sources (i.e., solar, wind, wave
and tidal systems, etc.) into the grid is experiencing rapid increase. The high
penetration of these sources could present a significant impact on the grid. Conse-
quently, enhancement the power system stability and quality and reliability are
the main area of research interest.

Flexible AC Transmission Systems (FACTS) devices improve the performance
of power system. FACTS comprise a family of shunt, series, and hybrid devices.
Modern smart grid dynamics will comprise a green renewable energy and distribute
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FIGURE 14.1

Annual installed capacity by region 2007e15 [1].
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generation and FACTS stabilization. In order to filter devices to alleviate severe
voltage instability and enhance power factor and for energy-efficient utilization us-
ing switched FACTS-based devices, dynamic control systems are fully utilized [2].

This chapter will present the wind farm schemes and FACTS. The operation of
the fixed-speed wind farm and its control for active power will be demonstrated in
detail. The operation and control of static synchronous compensator (STATCOM)
are presented. Simulation is carried out to study the performance of the proposed
system with STATCOM at variable wind speed and a three-phase to ground short-
circuit fault. MATLAB�/SIMULINK Software is used to validate the proposed
system.

2. WIND FARM CONFIGURATION
The modern wind turbine system consists of the turbine rotor, gearbox, generator,
transformer, and possible power electronics as illustrated in Fig. 14.2. The wind po-
wer is converted to mechanical power by aerodynamics. The wind power is propor-
tional to the cube of the wind speed, and so, there are different methods to control the
mechanical power at wind gust to avoid the breakdown of a wind tower. These
methods are stall control, active stall control, and pitch control. For the stall control,
the position of the blade is fixed but stall of the wind appears along the blade at
higher wind speed. Meanwhile, in the active stall the blade angle is controlled to
make stall along the blades. Regarding the pitch control, the blades are turned out
of the wind when the wind speed is high by changing the pitch angle of blades.

Two types of wind energy conversion systems (WECS) can be distinguished,
namely fixed-speed and variable-speed turbines.

2.1 FIXED-SPEED WIND ENERGY CONVERSION SYSTEM
In this type, the speed of wind turbine is determined by the frequency of the grid,
number of poles, number of induction generators, and the gearbox ratio. The

wind

Pitch

gear box

Generator

Power
converter

(Optional)

Power
Transformer

Grid

FIGURE 14.2

Main components of a wind turbine system.
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aerodynamic control of blades is essential to improve the complete system opera-
tion. The most common wind turbine systems of this type are illustrated in
Fig. 14.3. Using induction generators will keep an almost fixed speed (variation
of 1%e2%). The voltage regulation requirements can be improved by a STATCOM
or SVC [3]. Modeling of the fixed-speed WECS is presented in detail in this chapter.

2.2 VARIABLE-SPEED WIND ENERGY CONVERSION SYSTEM
In this type, the wind turbine can store the varying wind power as rotational energy
by controlling the speed of the turbine. Thus, the stress on the mechanical structure
is minimized, and the generated power becomes smoother than that in fixed-speed
WECS concept. The aerodynamic control of wind turbine keeps the mechanical
power at nominal value by using the Maximum Power Point Tracking technique
[4]. The wind turbine speed control is achieved by adding a variable resistance in
the rotor of induction generator as presented in Fig. 14.4A. This allows a speed range
of 2%e4%. Another method to get variable speed is by using a full- and partial-scale
power converter with a wound-rotor induction generator.

Fig. 14.4B shows a medium-scale power converter with a wound rotor induction
generator called doubly fed induction generator (DFIG). In this type, a partial power
converter is connected to the rotor via slip rings to control the rotor currents. If the
generator is operating above synchronous speed, the generated power is delivered
through both the rotor and the stator. Meanwhile, if the generator is operating
subsynchronously, the electrical power is only delivered into the rotor from the
grid. The variation of speed is 60% and synchronous speed might be obtained using
a power converter of 30% of the nominal power of generator [5]. The active and
reactive power control of DFIG is discussed in detail in the next section.

The full-scaleWECSconsists of a full-scalepower converter connectedbetween the
generator and grid as shown inFig. 14.4C. In this concept, there is a flexible control in
the mechanical power generated by the wind turbine. The squirrel cage induction
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Frequently used fixed-speed WECS.
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machine, synchronous generator, or permanent magnet synchronous generator has
been used as a solution. The main advantages of this concept compared to the
DFIG are the absence of the slip ring or gear box, the full power control and speed
controllability, and better grid support. However, there are drawbacks for this type
such as the high cost of power electronic converter and the higher power losses in
the converter [5].

2.3 WIND DOUBLY FED INDUCTION GENERATORS
Nowadays, the wind-DFIG is the most adopted solution in variable-speed wind-
WECS and has been in use since the 2000s. The partial-scale power converters
that are connected to DFIG could control the frequency and current in the rotor to
obtain variable-speed range to satisfactory level. The two-level back-to-back con-
verter (2L-B2B) voltage source converter is the widely used converter topology
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Variable-speed wind energy conversion system (WECS). (A) Wound rotor induction

generator with variable resistance, (B) doubly fed induction generator WECS,

(C) full-scale converter WECS.
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for DFIG. Because the power rating requirement for the converter is limited, the
rating is 30% of the generating power of DFIG [6].

The main advantage of 2L-B2B voltage source converter is fully controlled by
active and reactive power with a simple structure and few components, which
contribute to well-proven robust performance and cost. The schematic control
structure of DFIG is divided into three parts:

1. Wind turbine controller
2. Grid-side converter
3. Rotor-side converter

Fig. 14.5 shows the control structure of a wind turbine-DFIG. For the wind tur-
bine controller, the pitch angle controller is used and is only active in higher wind
speeds such as wind gust. For rated wind speed below the high wind speed and above
the cut-in wind speed, the wind turbine tries to produce as much power as possible,
with fixed pitch angle. The value of the pitch angle should be optimal to generate
maximum power at variable wind speed. The pitch controller supports an efficient
tool of regulating the aerodynamic power and loads produced by the rotor at higher
wind speeds, so that the design limits are not exceeded [8].

The grid-side PWM converter is responsible for the regulation of the DC-link
voltage to be constant, regardless of the direction and magnitude of the rotor power,
whereas the grid current is kept sinusoidal as also the reactive power control that flows
between the grid and the grid side converter by setting the reactive power reference.

FIGURE 14.5

The schematic control structure of a DFIG.

From Niancheng Zhou, Fangqing Sun, Qianggang Wang, Xiaoxiao Meng, A flexible power control strategy for

rotor-side converter of DFIG under unbalanced grid voltage sags, International Journal of Electrical Power &

Energy Systems, Volume 90, September 2017, Pages 64e75
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The PWM converter rotor side operates to control the active and reactive
power of the stator side. The active power reference for the side of the stator is
obtained from a look-up table at a given rotor speed of the generator. This gives
the optimal power tracking for maximum energy capture from the wind.

The crowbar is used for protecting the rotor and grid converter of DFIG from the
high current faults. Because during a fault, the windings of rotor are short-circuited
by a group of resistors, the current of short circuit will flow through this crowbar
only rather than the converter. The crowbar can be done by adding a group of resis-
tors to the windings of rotor using bidirectional thyristors [9].

When the crowbar is connected, different actions could be done as follows. The
First, the wind turbine conversion system and the grid converter can be disconnected
from the grid (islanding mode) [10]. The wind turbine is possible to be in operation
and the converter will disconnect from the rotor, which is the second action. In this
case, the generator operates like an induction machine with rotor resistance. The
third action is the whole wind turbine is kept connected to the grid. So, the wind
turbine can be restored to the normal operation immediately after clearing the fault.
The wind turbine can also support the grid during the dip. Even this dip lasts for a
longer time as mentioned in the grid code [15].

3. ISSUES OF INTEGRATING WIND ENERGY INTO THE GRID:
AN OVERVIEW

The fluctuation and changeable features of wind energy have a severe impact on the
grid performance. So, nowadays, the grid codes reflect the issues of high penetration
of wind energy connected to the power grid, and they just apply some basic issues
for the wind turbines. More advanced grid interconnection features will be applied
for large-scale wind farm also [11].

The influence of wind turbine integration on power systems and the advanced
solutions of realizing a smart operation and power quality for the power systems
are discussed with the following issues:

• Active power balance
• The fluctuation and quality of voltage

Active power balance and the penetration scales of wind power are increasing.
Consider Denmark as an example. The average penetration levels are 20%e30%
through peak value of penetration level up to 100% of the system load. The
production of wind farms fluctuates with the wind speed; meanwhile, the electrical
grid must sustain a balance between the supply and the demand. The effects
of fluctuating wind power on the stability of power system and quality are vital
issues. Active power balance issue can be realized by several methods [12], as
follows:

• Enhancement of the wind speed forecast
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• Provision of regulating and reserve power from the large-scale wind farms and
other generation units (main power station and combined heat and power units).

• Management of consumers loads
• Storage energy technologies

The storage system can be organized locally for each wind turbine unit and cen-
trally for several wind turbines. The storage energy systems could be like a battery,
supercapacitor, flywheel, or even combined energy storage systems. This depends on
the cost and the needed amount of energy and control dynamics.

• Formation of proper power exchange agreements to utilize the regulating power
control in neighboring power systems.

3.1 ISSUE OF VOLTAGE REGULATION AND POWER QUALITY
The principal source of voltage instability in the network is the reactive power; it
also increases the power losses. WECS is equipped with induction generators that
consume reactive power at no load, the consumption of reactive power is roughly
35%e40% of the rated active power and increases to about 60% at the rated power.

In the normal operational mode, the voltage quality of a wind turbine or a wind
farm can be evaluated using the following parameters [13]:

The voltage at steady state, where the voltage at the point of common coupling
(PCC) should be maintained within its limits for the continuous production of power.

Voltage flickers (during operation and due to switching)
Fluctuations in the voltage system (more exactly in its root mean square

(RMS) value) may cause observable light flicker. It depends on the magnitude
and frequency of the fluctuation. In this case, the type of disturbance is called
voltage flicker. The flicker emissions related to wind turbines have two types.
The first type is the flicker emission during continuous operation and the second
type is because of generator and capacitor switching. Frequently, one or the
other will be prime. The permissible flicker limits are determined by individual
utilities.

The rapid variations in the wind power output during generator switching and
capacitor switching produce the variations in the RMS value of the voltage also. At
a defined rate and magnitude, the variations cause flickering of the electric light.

To prevent flicker emission from damaging the voltage quality, the operation units
should not cause excessive voltage flicker. International Electrotechnical Commission
61000-4-15 appropriates a flicker meter that can measure the flicker directly [11].

3.1.1 Low-Voltage Ride-Through Capability
Low-Voltage Ride-through Capability (LVRT) is the ability of wind generators to
remain in service during a voltage dip caused by a fault. The Transmission System
Operators (TSOs) assess some strict requirements on the wind parks, for comprising
the reactive power control and ride-through capability.
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In most countries, the TSOs have issued strict grid supporting for the wind farm
under grid faults. As shown in Fig. 14.6 [14], the boundaries with various grid
voltage dip amplitudes and the proper disturbing time are set for a wind farm.
The wind farm should also provide reactive power (up to 100% current capacity)
to participate in the voltage recovery at grid voltage sag disturbance. Fig. 14.7
illustrates the amount of reactive current required versus the grid voltage amplitude
by the German and Danish grid codes [15]. So, STATCOM is widely used in wind
farm application to support the strict requirements of grid code.
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Voltage profile for LVRT capability of the wind turbines [14].
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4. DIFFERENT FACTS SCHEMES AND APPLICATIONS
The FACTS devices have been used during the last 3 decades and provide better
utilization of existing systems. FACTS are used to control the transmission line
power flow, voltage control, transient stability improvement, and oscillation damp-
ing as shown in Table 14.1. FACTS are divided into three types (series, shunt, com-
bined devices). Table 14.1 also shows a comparison between several types of FACTS
devices at each problem as shown in the figure.

4.1 FACTS APPLICATIONS
FACTS has been the focal device in power system, because of the applicability to
enhance the stability of power system voltage, angle, and frequency stability.
More studies have discussed the performance of STATCOM for improving the
voltage stability and for integrating the wind farm into the grid.

Many studies based on distribution FACTS and control devices have been
applied to enhance the problems of power quality in the distribution system. These
problems are voltage dips, harmonics, unbalance reactive power compensation, etc.
The control devices custom is DSTATCOM, UPFC, and DVR [16].

A microgrid is a form of a grid that is integrated with a variety of distributed
generation technology and power electronics technology. It consists of micro-
sources and hybrid loads with storage energy devices. As an autonomous entity,
the micro-grid has two modes of operation islanded and parallel operation [17].

At present, the microsources in the microgrid mainly comprise solar energy,
biomass energy, wind energy, and so on. They are connected to the microgrid by
advanced power converter units. However, these power converter units have a
high degree of flexibility, although it brings some hidden dangers to the system
stability because of its low inertia [18].

Obviously, novel D-FACTS devices are connected to AC/DC buses as a dynamic
compensator. Modulated power filter compensators are demonstrated as AC-side
FACTS devices, which are used for stabilization of the voltage buses, improving
the power factor, and mitigating the harmonic distortion. In addition, a green plug
filter compensator is presented as DC-side FACTS devices, where it is connected
to DC buses [19].

5. WIND ENERGY IN EGYPT
The most promising sites in Egypt for wind energy area is Zafarana. which lies on
the east coast of Red Sea zone. In addition, it is characterized by a high wind speed
of average 10 m/s at 40 m above the ground level, low turbulence, flat area, and high
capacity factor. It is planned to implement 3000 MW by 2022 [20].

In this study, Vestas (V47) wind farm is investigated, which is located at the
Zafarana site at 6.5 km distance from a 220-kV substation, which is presented as
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Table 14.1 Different FACTS Applications

FACTS Devices

Connection Type Shunt Series Combined

Technology Traditional/Advanced Traditional/Advanced Advanced FACTS

Device

SVC (TSR)
STATCOM
D-STATCOM

TCSC
TSSC SSSC (DVR) UPFCProblem

Voltage control steady state ** ** *** ** ***

Voltage control dynamic ** ** *** ** ***

Phase balancing steady state ** ** * * ***

Transient stability *** ** ** * **

Power flow steady state *** *** ** ** **

Circuit diagram

*, low influence; **, medium influence; ***, strong influence.
D-STATCOM, distributed STATCOM; DVR, dynamic voltage restorer; SSSC, static synchronous series capacitor; STATCOM, static synchronous compensators;
SVC, static var compensator; TCR, thyristor controlled reactor; UPFC, unified power flow controller.
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the PCC. The total capacity of the wind farm is 77.22 MWas shown in Fig. 14.8. It
consists of 117 wind induction generators. Each unit includes a 660-kW wind
turbine, an induction generator with fixed capacitor 250 kVAr and a step-up trans-
former. This transformer is used to step up the voltage from the standard level of
wind turbine generators at 690 V to the level of collector bus at 22 kV.

6. WIND FARM MODELING
In this chapter, the dynamic modeling of fixed-speed WECS (pitch control) is pre-
sented. A voltage source converter with sinusoidal pulse width modulation (SPWM)
technique based on STATCOM is modeled and analyzed. Vector control of
STATCOM is used to stabilize grid connection of wind turbines under variable
wind speed and three-phase fault disturbance. MATLAB�/SIMULINK is used to
validate the proposed model of a wind farm with STATCOM as shown in the
Fig. 14.9. The proposed system data in Appendix section.

As a result, the system is large and needs a long time to simulate with the
network, aggregation model is used to simulate three-feeders only.

Feeder J14

3 Feeder (3*1*500 mm2) ,22 kV 4 Feeder (4*1*500 mm2) ,22 kV

Tranche Four ( 15 WTG*660kW)
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Tranche Two ( 15 WTG*660kW)

Tranche Three ( 14 WTG*660kW)

Phase (2)Danich ( 46WTG*660kW) Phase (2)German ( 71WTG*660kW)

to Zafarana sub station (2*75 MVA) to Zafarana sub station (2*75 MVA)

Incoming Feeders

Feeder J8 Feeder J25 Feeder J30 Feeder J10 Feeder J27 Feeder J15

FIGURE 14.8

Schematic diagram of Zafarana wind farm.
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6.1 WIND TURBINE MODELING
Normally, a simplified modeling of the wind turbine rotor is used when the electrical
performance of the system is the main point. The numerical relation between wind
speed and mechanical power extracted is calculated from the following equation:

Pm ¼ 0:5rACpV
3 (14.1)

where r, the density of air mass; Vw, wind speed; A, rotor swept area; Cp, a power
coefficient that representing the percentage of the extracted power from the aerody-
namic power in the wind by a practical wind turbine.

The power coefficient Cp value is calculated from nonlinear function [21].

Cp ¼ 0:22

�
116

li
� 0:4b� 5

�
e
�12:5
li (14.2)

with

1

li
¼ 1

lþ 0:08b
� 0:035

1þ b3
(14.3)

where b is pitch angle and l is tip speed ratio and defined as:

l ¼ rmum=n (14.4)

where rm is the maximum radius of the rotating wind turbine in m, um is the mechan-
ical angular velocity of the turbine in rad/s, and n is the wind speed in m/s.

The angular velocity um is obtained from the rotational speed n by the equation:

um ¼ 2pn=60 (14.5)
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Schematic diagram of the proposed system.
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The variation of Cp with l is shown in Fig. 14.10.
The model of wind speed contains a source that generates the signal of

wind speed to be applied to the wind turbine. This signal consists of four
components, that is, the wind speed mean, a ramp wind speed, a wind gust, and
turbulence [22].

The wind gust is characterized by three parameters as demonstrated below:

• The amplitude of wind gust Ag [m/s].
• Time start of the wind gust Tsg [s].
• End time of the wind gust Teg [s].

The following equations are provided for wind gust model [22]:

Vwg ¼ 0 t � Tsg

Vwg ¼ Ag 1� cosð2 �P � t � Tsg
� �

=Dg

� �
Teg � t � Tsg

Vwg ¼ 0 t [ Teg

(14.6)

where Dg is the time duration of the wind gust [s], which equals to (Teg e Tsg).
MATLAB/SIMULINK program supports composite wind model that considers

the wind as composed of four parts as follows:

vwðtÞ ¼ vwaþ vwrðtÞ þ vwgðtÞ þ vwtðtÞ (14.7)

where vwa is first wind speed, vwr is ramp component of wind speed, vwg is gust
component of wind speed, and vwt is wind speed turbulence. Fig. 14.11 shows the
wind speed distribution.
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6.2 MODELING OF SELF-EXCITED INDUCTION GENERATOR
SimPower Systems blocks are used to model the Self-Excited Induction Generator
(SEIG) (squirrel cage). The aggregation model is studied to simulate three feeders
with each feeder having 16 turbines. WECS is simulated as shown in Fig. 14.12
where the wind turbine is connected to SEIG, a three-phase capacitor bank is
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Wind speed distribution (composite model).
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Simulation diagram of WECS using MATLAB/SIMULINK.
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connected to the stator terminal of induction generator, and the step-up transformer
is connected to step up the voltage from the standard level of wind turbine generators
at 690 V to the level of collector bus at 22 kV.

6.3 STATIC SYNCHRONOUS COMPENSATOR MODELING
The power circuit of three-level inverter STATCOM is demonstrated in Fig. 14.13.
In this arrangement, a three-level inverter refers to the negative and positive voltage
levels including zero. These appear in the output line voltage of inverter; thus, two
capacitors are connected to the dc side. The inverter is connected to the supply
system through a transformer.

STATCOM operates in two modesdcapacitive and inductive modedthat de-
pends on the voltage level at the bus coupling. In other words, when Vsa is greater
than Ea1 (a fundamental component of the inverter output), STATCOM absorbs
reactive power (inductive mode), and when Vsa is lower than Ea1, STATCOM
generates reactive power (capacitive mode).

Mathematical models of STATCOM can be described according to the study by
Jayam et al. [23] with the assumption that harmonic components are negligible. The
switching function S can be represented as follows:

Sa;b;c ¼
ffiffiffiffiffi
2

3

r
m

2
66666664

sinðwt þ aÞ

sin

�
wt � 2p

3
þ a

�

sin

�
wt þ 2p

3
þ a

�

3
77777775

(14.8)

where, m is modulation indexm ¼ EO;peak

Udc
and a is the phase angle which indicates the

phase difference between the voltage source and the output voltage of the inverter.
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As for the output voltage of the inverter, the DC voltage side can be expressed as
follows:

The voltage inverter is described as follows:

EO;abc ¼ SUdc (14.9)

Idc ¼ STIabc (14.10)2
64
EoaðtÞ
EobðtÞ
EocðtÞ

3
75 ¼ 1

3

2
64

2 �1 �1

�1 2 �1

�1 �1 2
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8>><
>>:
2
64
S11$S11

S21$S22

S31$S32

3
75Udc1 �

2
64

S13$S14

S23$S24

S33$S34

3
75 Udc2

9>>=
>>;

(14.11)

with SkI connection function, referring to the switch state, SkI ¼ 1 if the switch is
closed and 0 in open switch. K: number of the arms (k ¼ 1, 2, 3). I: number of
the switches for the arm (I ¼ 1, 2, 3, 4).

To summarize, the switching state and the operating device shown in the
following table is used.

Sa ¼

8><
>:

1 fif S11 and S12 are ONg
0 fif S12 and Dð0� aÞ or S13 and Dð0� a0Þ are ONg
�1 fif S13 and S14 are ONg

9>=
>; (14.12)

• The DC voltage side is modeled by2
6664
dUdc1

dt

dUdc2

dt

3
7775 ¼ 1

C

�
idc1

�idc2

�
(14.13)

idc1 ¼ S11$S12ia þ S21$S22ib þ S31$S32ic (14.14)

idc2 ¼ S13$S14ia þ S23$S24ib þ S33$S34ic (14.15)

ABC equations are converted to deq frame. As a result, the deq frame is simple
to study the analysis and the decouple control using Park’s transformation. The full
model equation can be summarized in the deq frame as follows:2
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Furthermore, reactive and active power of STATCOM at bus inverter can be
calculated as

P ¼ 3 Ea Vs

X
sinðaÞ (14.17)

Q ¼ 3 Vs

X
ðEa cosðaÞ � VsÞ (14.18)

6.4 PROPOSED CONTROLLER DESIGN
6.4.1 Modeling of the Pitch Angle Controller
From Eqs. (14.2) and (14.3), it can be summarized that the optimal pitch angle
equals zero below the nominal wind speed and increases gradually when the wind
speed increases above nominal rate. This observation greatly simplifies pitch
control.

Moreover, the pitch angle cannot change instantly, but only at a limited rate,
which may be quite low because of the size of the rotor blades of modern wind tur-
bines and also protects the blade drives from rapid mechanical actions. The change
rate of the pitch angle has a maximum range from 3 to 10/s, depending on the wind
turbine size. Furthermore, because the blade pitch angle can only change slowly, the
pitch angle controller operates with a sampling frequency, which is in the range of
1e3 Hz. In Fig. 14.14, the pitch angle controller is depicted.

Hence, using this controller type (Proportional and Integral controller) PI, the
rotor speed can increase up to its nominal value by 20%, depending on the wind tur-
bine size. However, a proportional controller is used, because

• A insignificant overspeeding of the rotor above its nominal value can be allowed
and poses no problems for the construction of wind turbine;

• Because of the varying wind speed, the system is not ever in the steady state, so
that the advantage of an integral controller to obtain zero steady-state error is
not appropriate [22].

6.4.2 Modeling of the Reactive Power Controller
This controller regulates the voltage bus at the wind farm PCC under various distur-
bances. The exchange of reactive power between STATCOM and ac system can be

FIGURE 14.14

Pitch angle controller.
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controlled by the phase angle a. The reactive and active power requirements are
calculated using Eqs. (14.15) and (14.16).

The goals in the controller design process include both transient excursion
suppression and proper regulations in steady-state operation. Fig. 14.15 presents
the structure of the proposed controller in detail.

This circuit consists of the transformation of the measured three-phase voltage
and current of the PCC bus to the deq frame. It gives the voltage and current in
the deq frame. The vector of measured voltage is required to get the amount of cur-
rent, which is compared with the measured current to find the required angle control
a. The phase difference angle a (the output of PI controller) is added to the phase
angle Ɵ that is the voltage bus of the PCC and is calculated from the Phase-
Locked Loop.

SPWM technique is used for the generation of switching pulses of the three-level
inverter with modulation index 1.01 and frequency carrier ratio 21.

6.5 SIMULATION RESULTS
Simulation is carried out to investigate the performance of WECS with STATCOM
at variable wind speed and a three-phase to ground short-circuit fault. Results of
Digital Simulation are carried out using the MATLAB/SIMULINK Software
Environment.

6.5.1 Variable Wind Speed
This section shows the main results of the models described at variable wind speed.
Where the mean wind speed is changed from 9.5 to 11 m/s at start followed by wind
gust starting at t ¼ 2 s and ending after 10 cycles, it has a peak value¼16 m/s, as
shown in Fig. 14.16.

FIGURE 14.15

Schematic diagram of the proposed controller.
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The value of wind speed is changed from feeder to another because of the
shadow effect of the tower. It is obvious that the rotor would accelerate because
of the rising mechanical power caused by increasing wind speed. The wind-sensor
less output feedback controller generated a pitch angle command as soon as the
wind speed began to increase as illustrated in Figs. 14.17 and 14.18. Also, the
increased output power of wind turbine1 converted from aerodynamic power after
gust was another benefit of the controller. Increasing power leads to increase in
reactive power, as illustrated in Fig. 14.19 to support the voltage at the PCC at
this disturbance.

6.5.2 Three-Phase Fault
Three-phase to ground short-circuit fault is applied to the system at the midpoint of
the transmission lines. The fault starts at 0.9 s and tripped after 100 ms. The three-
phase fault is the worst disturbance event to the generation system because it causes
shutdown station in case a voltage recovery became unstable, and the rotor speed
accelerates. Thus, the ability of generation system to be stable after tripping faults
depends on the reactive power requirement of the system. STATCOM has a robust

FIGURE 14.16

Wind speed for wt1, wt6, and wt11.
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Rotor speed of wind turbine 1.
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control of reactive power as presented in Fig. 14.20B, where the voltage at PCC is
more stable. The rotor speed has less acceleration and is damping for all wind
turbines, as presented in Fig. 14.20A and the electrical torque of induction generator
also as figured out in Fig. 14.20B.

Figs. 14.21 and 14.22 illustrate the response of active and reactive power at PCC
during a fault. Active power reduces to zero power almost, and after clearing fault, it
also reduces as a result of the acceleration of the wind turbine speed. Moreover, it
causes overspeed, which leads to disconnect in the wind farm to overspeed case.
With respect to reactive power at the PCC point, before fault, it has almost zero
value. After clearing the fault, the system has drawn 0.6 PU to recover voltage
because of the acceleration of the rotor speed. STATCOM helps the active power
to be stable and generate active power after clearing fault at zero reactive power
at PCC.
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The current control of STATCOM is presented in Fig. 14.23A and B. These
figures show that the reference current is required to define the amount of injection
current to the system at the disturbance. The phase angle between the PCC voltage
bus and inverter voltage bus is positive (leading mode/capacitive mode) because
the PCC voltage is less than the STATCOM voltage. The voltage at dc link is
dropped at this mode as shown in Fig. 14.23C because the reactive power flows
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from dc side to ac side (inverter mode). The active power and generated reactive po-
wer of STATCOM are presented in Fig. 14.23D. STATCOM operates as a reactive
power source (capacitive), to recover the PCC voltage to maintain the stability of
the wind energy system.

6.5.3 Voltage Sag With Severe Wind Speed Variation
In this case, voltage sag is applied to voltage grid with �10% starting at 1.5 s at
ending after five cycles. As shown in Fig. 14.24A, when the voltage grid raised
up to 10% of rated value, the increase in the voltage at PCC of wind farm occurred
because of the increase of reactive power. Without STATCOM, the voltage at PCC
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goes to overvoltage, and in this event, the bus voltage will go outage. Meanwhile,
when the STATCOM is connected to the PCC bus, STATCOM operates as an induc-
tive source and absorbs the extra reactive power to keep the voltage at PCC within its
limit and stable. A similarly, when the grid voltage drops to 10%, the PCC voltage
drops to 0.9 PU and it is a critical value. STATCOM enhances the voltage regulation
of the wind farm PCC by supporting the required reactive power (capacitive mode).

The variables of the reactive power controller of the STATCOM are illustrated in
Fig. 14.25 during this disturbance. According to the reference current control, STAT-
COM operates in two modesdinductive and capacitive modedto enhance the
voltage of wind farm at PCC and to maintain it more stable.

To check the viability of the pitch controller, the variable wind speed with�50%
is applied to the system. When the wind speed increases to 14 m/s, the pitch angle
controller operates to limit the excessive power by increasing the pitch angle as
demonstrated in Fig. 14.26B. Similarly, if the wind speed is below the rated wind
speed of the turbine, the pitch angle is decreased to zero angle and the developed
power from a wind turbine is almost zero as shown in Fig. 14.26C and in this
case, the generator operates as an induction motor.
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7. CONCLUSIONS
Integration of large-scale wind power into power systems presents many new chal-
lenges. WECS are required to have an excellent controllability like the conventional
power stations. This chapter analyzed the detailed model of thewind farm, in addition
to studying the effect of the STATCOM on the fault ride-through capability of the
fixedewind speed turbines. First, the steady-state models of the wind farm, including
the STATCOM model as a reactive power source and pitch angle control, were
developed. Then, the effect of the STATCOM on the stability of the Squirrel Cage
Induction Generator (SCIG) was investigated by MATLAB/SIMULINK at the fault
ride-through. A STATCOM control system has been successfully designed to
stabilize the voltage bus and the ability of wind farm to be in operation at the fault
ride-through.

APPENDIX

Wind Turbine Data

Rotor diameter 47 m
Nominal wind speed 11 m/s
Gear box ratio 52.6514

Generator Data

Rated power 660 kW
Rated voltage 690 V

FIGURE 14.26

continued
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Rated frequency 50 Hz
Resistance of stator 0.0092 U
Inductance of stator 0.1686 H
Resistance of rotor 0.0121 U
Inductance of rotor 0.1446 H
Mutual inductance 5.6863 H
Inertia of rotor generator 18.03 kg s
Poles pairs number 2
LV/MV transformers 880 kVA, 0.69/22 kV, 690V
MV/HV transformer 75 MVA, 22/220 kV
Underground cables wind
turbines impedance
(U/km)

0.325 þ 0.121j

The length of the feeder 650 m
Impedance of feeder 0.08 þ 0.102j (U/km)
Transmission line 0.01273 þ 0.293 j (U/km)

SATCOM Data

Resistance of transformer 0.1128 U
Reactance of transformer 2.0973 U
DC-link capacitance 2500 mF

Controller Parameters

For STATCOM
Proportional gain (kp) 0.099
Integral time constant 0.495 s
For Wind Turbine
Proportional gain (kp) 840
Integral time constant 0.0067
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1. INTRODUCTION
1.1 HISTORICAL REVIEW OF DOUBLY FED INDUCTION GENERATOR

TECHNOLOGY
Wind energy conversion system (WECS) has experienced an expressive develop-
ment in the past few years. New technologies on turbines, machines, drives, and pro-
tection devices have been developed and these devices have been improved
progressively. The machine used to convert mechanical rotational energy into elec-
trical energy is the core of any WECS. According to the machine chosen, all other
devices are affected; fixed- or variable-speed turbine, power electronic converter
type, and the respective power, protections used, and so forth.

Doubly fed induction generator (DFIG) moves together with this technology
development. DFIG is nothing more but a wound rotor induction machine, used
for years in the past for application requiring speed control. However, working as
a generator this machine enables an important feature: it can produce power both
in subsynchronous and supersynchronous speeds. Because of this trait, wind turbine
is able to operate in a wide range of velocities with high efficiency.

As a characteristic of DFIG, to generate power in subsynchronous speed, the
rotor consumes energy. On the other hand, when it is in supersynchronous speed
the rotor generates power. Besides that, the frequency of currents produced or
consumed in rotor circuit varies according to the rotor speed. To provide the means
of such behavior, a bidirectional power electronic converter is used in rotor circuit to
be this variable source or load to machine rotor, depending on operation speed. Pre-
viously, current source inverter was used, as presented in Smith and Nigim [1].
Nonetheless, this topology produces very poor quality current and has several issues
when operating near synchronous speed. To deal with these problems, Pena, Clare,
and Asher [2] propose the use of two pulse width modulation (PWM) voltage source
converters in a back-to-back structure. The performance with this arrangement is
relevant, and it is still used in modern WECS.

1.2 STRUCTURE
The structure of a DFIG-based WECS is formed basically by the wind turbine, the
gear box, the wound rotor induction machine, and the back-to-back converter, as
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shown in Fig. 15.1. Other peripheral devices are very common, such as the passive
filter, the crowbar resistances, and the chopper circuit.

One of the most important advances in WECS technology was the use of
variable-speed wind turbines. It is well established that for each wind speed, there
is a rotor speed that maximizes power production, as a function of power coefficient
[3]. Once wind speed has several variations along the day, this improvement allows a
better power extraction, increasing WECS efficiency. The use of variable-speed tur-
bines was only possible because of the advances in power electronics and favored
the propagation of DFIG-based WECS.

As wind turbines commonly operate in low speeds and the DFIG turns pretty
faster, it is necessary to use a gear box to couple these machine shafts. The transmis-
sion is one of the most critical drawbacks of DFIG system, producing losses and
requiring frequent maintenance.

As stated before, DFIG is a wound rotor induction machine. This machine is very
well-known and there are numerous models to represent its behavior, depending on
the analysis conducted. Some of this models used for a better understanding of DFIG
will be presented further. Basically, in WECS applications, stator is directly con-
nected to the grid, while rotor is connected to a back-to-back converter.

As a result of the DFIG rotor characteristic of having power being provided or
consumed, depending on the situation, the power converter used has to be bidirec-
tional. Besides that, it has to operate with different frequencies in each side, a fixed
one (50 or 60 Hz) on the grid side and a variable one on rotor side, determined by the
wind speed and the best operation point. It is also desired that this converter pro-
duces good quality currents and voltages, with low harmonic content, to prevent ma-
chine depreciation and to ensure good energy quality indexes provided to the grid.
More details on power electrics converter topologies and features will be presented
below.

FIGURE 15.1

Doubly fed induction generator (DFIG) basic structure. GSC, grid side converter; RSC,

rotor side converter.

Source: Author.
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DFIG stator and rotor voltages usually are not equal because of the machine
transformation ratio. Also the produced voltage values do not match the grid voltage.
Hence, a three-winding transformer is used to couple these three voltages.

With voltage source converters, to guarantee proper operation, it is necessary to
use a passive filter, with dominant inductive behavior. Also, these converters pro-
duce voltage harmonics that can disturb other sensitive equipment connected near
the wind farm if a proper filter is not adopted to prevent them from flowing [4]. There
are countless possibilities for filter design, from filter order, topology, and quality
factor to materials used in inductors core.

DFIG is especially susceptible to grid voltage disturbances. To prevent the con-
verter from damages deriving from these transients, some protection devices are
commonly applied. To protect converter’s switches against high currents on rotor
circuit, crowbar resistances are employed. These resistances are normally discon-
nected from the circuit and when a fault is detected they are inserted in parallel to
rotor, providing an alternative path to currents, instead of flow through the converter.
A chopper circuit is another protection which prevents high voltages on the con-
verter’s DC link. This device consists of a switchable resistance in parallel to
DC-link capacitor, which is activated when its voltages surpasses safe values,
wasting the extra energy.

1.3 DOUBLY FED INDUCTION GENERATOR SINGULARITIES
Some characteristics of DFIG distinguish it from other WECS. The most important
one concerns the converter. Despite using the so-called, full converterdthat is, a
converter that deals with the full power produced by the turbinedDFIG uses a par-
tial converterdwhich controls the total power, but just a part of it passes through the
converter.

In DFIG system the converter is placed in rotor circuit, while the stator is directly
connected to the grid. With this configuration, as will be stated further, only a frac-
tion of the power, proportional to machine slip, will pass through the converter. This
is recognized as the main advantage of DFIG systemdfor the same wind turbine po-
wer its converter is reduced, to around 25%, in comparison with other technologies,
reducing costs, size, and weight.

Other advantages of DFIG are its wide speed range operation, from 60% up to
110% of rated speed and also the fact that this is an extremely reliable and simple
construction machine. On the other hand, this structure leads to some issues for
DFIG-based WECS: the machine is directly connected to the grid, which make it
extremely susceptible to grid disturbances and faults [5].

Another peculiarity of DFIG is the presence of brushes on rotor circuit. They are
necessary to make contact with rotor wounds that, obviously, are turning. This is a
drawback, once the brushes need constant maintenance and are a source of failures.

In the following sections, characteristics of DFIG modeling and control will be
discussed. Also, the power electronic converters used in WECS equipped with DFIG
are presented. In addition, a brief review of new trends on DFIG ride-through to grid
disturbances is outlined.
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2. MODELING
2.1 DOUBLY FED INDUCTION MACHINE
The doubly fed induction machine (DFIM) is a wound rotor induction machine and
has a construction very similar to the traditional squirrel-cage machine. In a concise
way, it consists of two three-phase winding sets: stator and rotor, as shown in
Fig. 15.2.

The application of symmetric three-phase voltages along with the spatial distri-
bution of the windings in the stator produces a rotating magnetic field in the air gap.
Such magnetic field is seen as a time-variant field by each rotor winding, in which
AC voltages are induced. The induced rotor voltage and its frequency are propor-
tional to the difference between the stator flux speed and the mechanical rotor speed.
In DFIM, rotor windings are also fed by another source, through brushes, which
enable some singularities in the machine behavior.

Denoting us as the angular frequency of stator voltages (rad/s) and p as the pairs
of poles of the DFIM, the angular frequency of rotor voltages, ur, is given by
Eq. (15.1):

ur ¼ us � um (15.1)

where um is the angular speed at shaft,

um ¼ p$VRPM

60
(15.2)

Sa

Sc

rc

Φm

θm

rb

ra

Sb

Sb'

Sc'

Sa'

FIGURE 15.2

Simplified doubly fed induction machine. um, mechanical rotational speed at shaft

(RPM); sa, sb, sc, ra, rb, rc, stator and rotor windings for phases a, b, c respectively; Fm,

magnetizing flux.

Source: Author.
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The slip is defined as the relation between angular frequencies of rotor and stator
voltages:

s ¼ ur

us
¼ us � um

us
/ur ¼ s$us (15.3)

According to the slip, three different operating modes are possible for the DFIM:

Subsynchronous operation: um < us 0s > 0
Synchronous operation: um ¼ us 0s ¼ 0
Supersynchronous operation: um > us 0s < 0

The stator and rotor voltage equations for a, b, and c windings can be described
as in Eq. (15.4) [6]:
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where vs,abc and vr,abc, stator and rotor voltages for phases a, b, and c respectively;
is,abc and ir,abc, stator and rotor c for phases a, b, c; Rs and Rr, stator and rotor resis-
tances; Lss, Lsr, stator leakage and rotor leakage inductance; Lms, Lmr, stator to stator
and rotor to rotor mutual inductance; Lm, maximum value of the statorerotor mutual
inductance.

The drawback of this complete abc representation is that a large set of equations
are derived needing much effort to accomplish the analysis.

2.2 THE STATIC MODEL
The steady-stateeequivalent electric circuit of the machine is developed through
physics equations that describe the machine behavior. This modeling allows an eval-
uation of machine performance and its operating modes.

2.2.1 Equivalent Circuit
A representative steady-state eequivalent electric circuit of the DFIM is obtained
considering the following assumptions:

• The stator and the rotor are connected in the star configuration;
• The stator is powered by the grid with constant and balanced three-phase AC

voltage amplitude and constant frequency;
• The rotor is powered by the grid with constant and balanced three-phase AC

voltage amplitude and constant frequency;

Fig. 15.3 represents one phase of the stator and rotor three-phase windings.

2.2.2 Referring Rotor to Stator
The magnetic field of the stator rotates at a speed synchronized to the grid frequency.
The magnetic field of the rotor rotates synchronized to rotor currents frequency.
Despite this, at the machine air gap the rotor field is superimposed to the mechanical

ER
ES

Ns

Vs

Is Rs ωm

φm

Rr

Lσr
Lσs

Ir

Vr

Nr

FIGURE 15.3

Steady-stateeequivalent electric circuit. Is, stator current; ES, induced electro-magnetic

force in the stator; Ir, rotor current; LM, magnetizing inductance, LM ¼ 3Lms/2; Ns, Nr,

stator and rotor winding’s number of turns.

Source: Author.
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speed. Therefore, stator windings see the rotor field at its own synchronous fre-
quency. In this way, to perform the analysis, it is advantageous to represent all cir-
cuits referred to stator as presented in Fig. 15.4 [7].

2.2.3 Doubly Fed Induction Machine Operation Modes
DFIM can operate as a generator as well as a motor in both subsynchronous or super-
synchronous speeds.

The relation between stator and rotor power can be deduced, considering that the
sum of the active power (P) in a closed system is equal to zero ðPP ¼ 0Þ. Consid-
ering Pm as the shaft mechanical power, PS the stator active power, PR the rotor
active power, and Ploss the active power losses (copper losses, neglecting core los-
ses), we have:

Pm ¼ PS þ PR þ Ploss (15.7)

It is well known that [7]:

PR ¼ �s$PS (15.8)

So, neglecting power losses ðPloss z 0Þ:
Pm ¼ ð1� sÞ$PS (15.9)

2.2.3.1 Motor Operation ðPm > 0Þ
The machine is delivering mechanical power and receiving electric power from grid,
as shown in Fig. 15.5.

Speed Pm PS PR

Subsynchronous: s > 0
and um < us

Pm > 0 PS > 0 PR > 0

Supersynchronous: s < 0
and um > us

Pm > 0 PS > 0 PR < 0

ESVS

IS

Rs jωsLσs

jωsLM

jωsL’σr

I’R

R’r/s

V’R/s

FIGURE 15.4

Steady-stateeequivalent circuit of the doubly fed induction machine referred to the stator

with stator frequency. a ¼ Ns

Nr
; R0

r ¼ a2Rr ; L
0
sr ¼ a2Lsr ; V

0
r ¼ aVr ; I

0
r ¼ Ir

a.

Source: Author.
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2.2.3.2 Generator Operation ðPm < 0Þ
The machine is receiving mechanic power and delivering electric power from grid,
as shown in Fig. 15.6:

Speed Pm PS PR

Subsynchronous: s > 0
and um < us

Pm < 0 PS < 0 PR > 0

Supersynchronous: s < 0
and um > us

Pm < 0 PS < 0 PR < 0

FIGURE 15.5

Active power flow representation for motor operation.

Source: Author.

FIGURE 15.6

Active power flow representation for operation as generator.

Source: Author.
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2.3 THE DYNAMIC MODELING
Although the steady-state model is useful to understand and for calculus under
steady-state, transient operation requires a more complete model to represent the
asymmetric coupling effects. In the abc frame, a large set of equations are derived
needing much effort to accomplish the analysis.

2.3.1 Reference Frame Transformation
Consider the equations of a symmetric three-phase system:

xAðtÞ ¼ X$cosðu$t þ fÞ

xBðtÞ ¼ X$cos

�
u$t þ f � 2p

3

�

xCðtÞ ¼ X$cos

�
u$t þ fþ 2p

3

� (15.10)

As the symmetric three-phase system is linearly dependent ðxaðtÞ ¼
�xbðtÞ � xcðtÞÞ, it can be represented by an equivalent two-phase orthogonal sys-
tem, as shown in Fig. 15.7. The new reference frame is also called ab transforma-
tion, xa(t), xb(t), and xc(t) are transformed to xa(t) and xb(t).

This representation transforms the models and their equations in simpler ele-
ments than the classic three-phase model. In the ab frame, xa(t) and xb(t) can be
composed in a time-dependent phasor xabðtÞ:q. The mathematical transformation
is given by Eq. (15.11):

�
xa

xb

�
¼ 2

3
$

2
6664
1

�1

2

�1

2

0

ffiffiffi
3

p

2

� ffiffiffi
3

p

2

3
7775 $

2
64
xa

xb

xc

3
75 (15.11)

Xa(t)

Xα(t)

Xβ(t) Xαβ(t)
Xc(t)

Xb(t)

a

b

c

θ
α

β

FIGURE 15.7

ab Frame.

Source: Author.

470 CHAPTER 15 Induction Generator in Wind Energy Conversion Systems



Then, one step ahead is to compose the ab system at a generic two-phase frame,
the so-called dq frame (Park transformation). The generic dq frame can be fixed and
coincident to the ab frame, or can rotate at any angular speed, but usually it is grid
synchronized (f ¼ ut). Fig. 15.8 shows ab and dq frame, and Eqs. (15.12) and
(15.13) present ab/ dq transformation tied to the grid voltages, considering
va ¼

ffiffiffi
2

p
$VRMS$cosðutÞ.�

xd

xq

�
¼

�
cos f senf

�senf cos f

�
$

�
xa

xb

�
(15.12)

B ¼ ust

vs;a ¼ va"
vs;d

vs;q

#
¼

" ffiffiffiffiffiffiffiffiffiffiffi
2Vrms

p
0

# (15.13)

2.3.2 Dynamic Modeling
The grid-synchronized dq transformation can be applied to the set of equations given
by Eqs. (15.4)e(15.6), generating a simpler but effective complete dynamic circuit
model, which is shown in Fig. 15.9.

Neglecting the power losses associated with the stator and rotor resistances, the
powers and electromagnetic torque (Tem) equation are given by Eqs. (15.14)
e(15.18).

Ps ¼ 3

2

	
vs;dis;d þ vs;qis;q



(15.14)

Pr ¼ 3

2

	
vr;dir;d þ vr;qir;q



(15.15)

β

α

Xα(t)

Xβ(t) Xαβ(t)

θ
φ

d

q

FIGURE 15.8

ab / dq Transformation.

Source: Author.
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Qs ¼ 3

2

	
vs;qis;d � vs;dis;q



(15.16)

Qr ¼ 3

2

	
vr;qir;d � vr;dir;q



(15.17)

Te ¼ 3

2

p

2
LM

�
is;qi

0
r;d � is;di

0
r;q

�
(15.18)

2.4 MODEL FOR GRID DISTURBANCES
2.4.1 The Complex Vector Representation
Considering va, vb, and vc, a symmetric set of three-phase voltages, namely va(t) ¼
O2Vrmscos(ut), va(t), and vb(t) from Eq. (15.11), can be composed as a time-
dependent phasor, vab(t) : q in a polar form. Considering the Euler formula, the
phasor can be expressed as a complex vector:

vs;abðtÞ:B ¼ vs
!¼ O2Vrmse

just (15.19)

2.4.2 Doubly Fed Induction Generator Behavior Under Symmetrical
Voltage Dips

Among all fault situations, the symmetrical one is that which leads to higher fault
currents. This is because the analysis carried out here only considers this situation.

Vs,d

Vs,q

is,d

is,q

Rs

Rs

LM

LM

Lσs

Lσs

i’r,d

i’r,q

V’r,d

V’r,q

R’r

R’r

ωrλ’r,q

ωrλ’r,d

ωsλs,q
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FIGURE 15.9

The dq equivalent circuit. ls;d ¼ ðLss þ LMÞis;d þ LMi 0r ;d ; ls;q ¼ ðLss þ LMÞis;q þ LMi 0r ;q;

l0r ;d ¼ 	
L0sr þ LM



i 0r ;d þ LMis;d ; l

0
r ;q ¼ 	

L0sr þ LM


i 0r ;q þ LMis;q.

Source: Author.
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When a voltage dip happens, there is an imbalance between the former magnetic
flux operating on machine and the new imposed stator voltage. With this abrupt
change on grid voltage, two flux components, named forced and natural, arise in
the magnetic flux. The forced component is proportional to the new grid voltage,
while the natural component represents the transitory phase between these two
states, describing machine demagnetization process. The transient operation of the
stator flux induces high voltages on the rotor circuit, which is very dangerous for
the power electronics converter connected to the rotor.

The stator flux linkageJs, using complex vector representation, can be obtained
from:

d j
!

sðtÞ
dt

¼ v!sðtÞ � RS$ i
!

sðtÞ (15.20)

The generator is initially considered at normal operation, and at t ¼ 0 s, a voltage
dip occurs with depth D, as shown in Fig. 15.10. Eq. (15.21) describes the grid
voltage before and after the voltage dip.

v!sðtÞ ¼
(

Vp$e
j$us$t t < 0 s

ð1� DÞ$Vp$e
j$us$t t � 0 s

(15.21)

The ordinary differential equation solution is divided into two terms, the homo-
geneous solution, Eq. (15.22) and the particular solution, Eq. (15.23):

j
!

s hðtÞ ¼
D$Vp

j$us
e
�t=ss ; ct � 0 (15.22)

FIGURE 15.10

Voltage dip.

Source: Author.
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j
!

s pðtÞ ¼
ð1� DÞ$Vp

j$us
e j$us$t; c t � 0 (15.23)

The homogeneous solution of the magnetic flux is a transient flux and the partic-
ular solution is the steady-state component. When the voltage dip occurs, the stator
flux has its dynamic as shown in Fig. 15.11 and is described by Eq. (15.24).

j
!

sðtÞ ¼

8>>>>><
>>>>>:

Vp

j$us
e j$us$t t < 0

ð1� DÞ$Vp

j$us
e j$us$t þ D$Vp

j$us
e
�t=ss

t � 0 (15.24)

where

ss ¼ LS
RS

The induced electromagnetic force in the rotor circuit is obtained from
Eq. (15.25):

e!rðtÞ ¼ 1

a

Lm
LS

d j
!

rðtÞ
dt

(15.25)

FIGURE 15.11

Stator flux trajectory with D voltage dip.

Source: Author.
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But the rotor flux Jr is given by:

j
!

rðtÞ ¼ j
!0

sðtÞ ¼ j
!

sðtÞ$e�j$um$t

¼

8>>>>>><
>>>>>>:

Vp

j$us
e j$ur$t t < 0

ð1� DÞ$Vp

j$us
e j$ur$t þ D$Vp

j$us
e�j$um$t$e

�t=ss

t � 0
(15.26)

Using both equations, the induced electromagnetic force in the rotor is obtained
as follows:

e!rðtÞ ¼

8>>>>><
>>>>>:

1

u

Lm
LS

Vp$s$e
j$ur$t t < 0

1

u

Lm
LS

Vp$
h
ð1� DÞ$s$e j$ur$t � D$ð1� sÞ$e�j$um$t$e

�t=ss
i

t � 0

(15.27)

From this last deduction, it can be seen that the induced internal rotor voltage
because of a stator voltage dip presents two superposed frequencies, one is function
of the slip frequency and the other is associated to the rotational mechanical speed.

The Fig. 15.12 shows the simulation result of the internal voltage er of a 2 MW
DFIG under a 50% voltage dip. The induced rotor voltage is more than twice its
steady-state value. It is possible to see the two superposed frequencies commented

FIGURE 15.12

Rotor-induced voltage during a voltage dip.

Source: Author.
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above. This overvoltage produces high-value currents in the rotor circuit, which can
seriously damage the rotor converter if some action is not taken.

3. CONTROL SYSTEM
Control system has the task to extract maximum power from the wind. This dynamic
control of the DFIG is executed by the adequate control of the power converter. The
converter enables variable-speed operation of the wind turbine, decoupling rotor me-
chanical speed from the power system electrical system. Typically, the behavior of a
wind turbine power extraction from wind speed is described by the curves in
Fig. 15.13.

For each wind speed, there is a curve of the generator power in function of the
generator speed. The maximum power curve can be extracted connecting the
maximum Cp points of each curve; the control system aim is to keep the turbine
on this curve as the wind varies. However, converter has a limited capacity; thus,
it is not possible to obtain optimum power extraction over all wind speeds. It is com-
mon to have on wind turbines the curve divided in sections. For very low wind
speeds (A-B) the system operates at a constant rotational speed. In section (B-C),
the system follows the optimal curve, until machine limitation, when Cp diverges
from its optimal point (C-D). For very high wind speeds (D-E), aerodynamic control
limits the power extraction to ensure safe conditions for torque in the shafts.

DFIG control is completely done through its rotor, where the power electronic
converter is connected. The converter is a back-to-back type, formed by two voltage
source converters linked by a DC capacitor. The rotor side converter (RSC) controls

FIGURE 15.13

Wind turbine characteristic for maximum power extraction.

Source: Author.
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the DFIG’s rotor currents. By these currents, it is possible to control the power flow
on machine’s stator. In turn, the grid side converter (GSC) controls DC-link voltage
and reactive power flow between converter and electrical power system. DC-link
capacitor insulates both sides of the back-to-back and damps power fluctuation,
acting as an inertia for the rotor power flow.

The control system is primordial for the proper operation of any machine drive;
in WECS it is not different. The control of DFIG has to ensure system stability and
optimal operation. To do so, there are several variables to be kept controlled in estab-
lished set points, such as torque, active and reactive powers, and also magnitudes
related to the GSC, such as the reactive power and the DC bus voltage. Control sys-
tem has the task to receive all these references and determine the voltages to be
generated in both sides of the back-to-back converter.

3.1 VECTOR CONTROL
The most common strategy for a grid-connected DFIG is the vector control, which
is very similar to the widespread classical vector control employed in induction
machine drives. As explained in the previous section, if the machine is represented
in a synchronous reference frame (dq), active and reactive stator power can be
controlled independently, by means of direct and quadrature current. To ensure
this decoupled control, it is very important to correctly align the dq reference
frame. In the literature, two orientations are discussed, each one has advantages
and disadvantages; the first is called flux orientation and the second voltage
orientation.

Following the legacy of machine drive’s vector control, flux orientation was the
first option in DFIG control. With this approach, the machine stator flux is esti-
mated and aligned to the d axis of the reference frame. Another option, discussed
later, is the grid voltage orientation. A phase-locked loop is used to detect the angle
of the fundamental voltage, which is aligned to the reference frame axis. Both op-
tions are equivalent if the stator voltage and flux are stable. In general, stator resis-
tance is very small and the voltage drop on it is negligible, which made both
reference frames coincident. Applications using these approaches are found in
literature.

The differences are noted during transition, when the phase shift between the sta-
tor voltage and the flux are not precisely 90 degrees anymore. Also, Petersson [8]
compares both orientation techniques performance and proves that voltage orienta-
tion is always stable, although flux orientation may destabilize vector control
depending on the d-axis component of the current.

3.2 CONTROL OF GRID SIDE CONVERTER
As shown in Fig. 15.1, one part of the back-to-back converter is called the GSC.
GSC is in charge to control DC-link voltage and reactive power flux between the
converter and the electrical grid. This is done by means of a cascade control loop,
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as shown in Fig. 15.14. In an external loop, these variables are set as references,
compared with its measured values and the control gives the reference currents to
the internal loop. In the internal loop, reference currents are compared to the
measured ones to set the voltages to be produced by converter. To decouple d and
q components of control system, a feed-forward loop inserts these compensations
on reference voltage.

Usually, proportional integral (PI) controllers are used in both internal and
external loops. Basically, the outer loop has two distinct characteristics, one for
DC-link voltage control and other to reactive power exchange. DC-link voltage con-
trol is done by the balance of active power flowing through GSC and RSC. The rela-
tion between the DC-voltage and the current is established by the DC-link
capacitance. Reactive power is calculated by measured currents and voltages and
is filtered before being inserted in the control loop. For the inner loop, the plant is
modeled by the difference between the grid voltage and the converter voltage in filter
impedance, which enables PI controller design for better results in currents
dynamics.

3.3 CONTROL OF ROTOR SIDE CONVERTER
Active and reactive power flow between the stator and grid are controlled by the
RSC. As in GSC, these variables are controlled by means of cascade control loops,
as shown in Fig. 15.15. In the same way, external loop set references, compare with
measured values and the control gives the reference currents to the internal loop. In-
ternal loop compares reference currents with measured values to set the voltages to

FIGURE 15.14

Control loop for grid side converter.

Source: Author.
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be produced by converter. Feed-forward controllers insert compensations to
decouple d and q components in the voltages.

Eqs. (15.4) and (15.5) show the relation between stator and rotor variables.
Active and reactive powers in stator are determined by voltages and currents on sta-
tor, and the voltages are fixed by electrical grid. Power is controlled by controlling
the currents. The stator currents, in turn, can be controlled by rotor currents, which
are produced by the RSC. Thus, rotor current control is the ultimate goal of RSC
control loops.

According to the dqmodel of DFIG, the reference rotor currents can be evaluated
to generate the desired stator power, as shown in Fig. 15.16.

Also, according to the model, oriented by stator voltage, the equations of rotor
voltages can be written as:

vr;d ¼ Rrir;d � ursLrir;q þ sLr
d

dt
ir;d þ Lm

Ls

d

dt
ls;d (15.28)

vr;q ¼ Rrir;q � ursLrir;d þ sLr
d

dt
ir;q þ ur

Lm
Ls

ls;d (15.29)

where

s ¼ 1� L2m
Ls$Lr

These equations are used to model the plant for the inner loop controller design.
The last term depends only on stator voltage; thus, it is seen as a perturbation from
the control point of view. The cross terms are compensated by feed-forward
controllers.

FIGURE 15.15

Control loop for rotor side converter.

Source: Author.
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4. POWER ELECTRONIC CONVERTERS
The key to correctly operate the induction machine as a double-fed generator is the
electronic converter required to connect the rotor terminals to the grid. The converter
has the function of adjusting rotor frequency to the frequency of the grid and, at the
same time, provides control of active and reactive power that is sent to the line. The
converter is about 30% of rated DFIG power. Besides the interconnection structure,
other topologies are present in the rotor circuit to protect the main converter.

The most common solution to connect both DFIG rotor and stator (grid) is the
well known back-to-back voltage source converter, allowing a four-quadrant
operation.

4.1 THE BACK-TO-BACK VOLTAGE SOURCE CONVERTER
The back-to-back structure is composed of two voltage-source converters linked by
the same DC-bus [9]. Fig. 15.17 shows the structure using a two-level PWM
converter.

The converter is able to synthesize voltages matching rotor requirements on the
rotor side and grid requirements on the other side. Despite the fact that usually the
statorerotor turns ratio boosts the rotor voltage with respect to the stator voltage,
the slip range of operation is between �0,3 and þ0,3, and a not high voltage value
is needed to be synthesized on the rotor side. On the grid side, a transformer connec-
tion matches voltage values to grid.

Drive signals are generated using sinusoidal PWM (SPWM) (voltage references
compared with triangular carrier at switching frequencies), or using space vector
modulation (SVPWM). The first is of simpler achievement, but the converter

FIGURE 15.16

External control loop for power control.

Source: Author.
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potential is subutilized. Some improvement can be done using third-harmonic injec-
tion technique. On the other hand, SVPWM allows a better voltage synthesis and
better converter utilization but it is more toilsome to implement.

In the last few years, preference has been given to employ neutral-point clamped
converters (NPC), in medium-to-high power converters [10]. The NPC, shown in
Fig. 15.18, is a multilevel converter that presents lower harmonics in the synthesized
voltage, less voltage stress for the same converter compared to the conventional on,
and high efficiency.

4.2 THE CROWBAR AND THE CHOPPER
The crowbar is a cost-effective structure to protect the back-to-back converter
against high circulating currents during severe voltage dips. As has been shown pre-
viously, during a voltage dip, a transient voltage of high value is induced from stator
to rotor circuit. This induced voltage leads to high currents on the rotor circuit.

To protect the structure, an alternative current path is created between the DFIG
rotor and the RSC, as shown in Fig. 15.1. The main topologies to implement such
path are shown in Fig. 15.19. As soon as a voltage dip is detected, drive signals

FIGURE 15.17

Two three-phase inverters back to back connected. DFIG, doubly fed induction generator.

Source: Author.

FIGURE 15.18

Neutral-point clamped converters in a back-to-back connection. DFIG, doubly fed

induction generator.

Source: Author.
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to RSC are turned off, and the crowbar is turned on. At the time the transient finishes,
the crowbar is disconnected and the drive signals can be sent again to RSC [11]. The
deactivation of the RSC is a drawback of this solution, because the DFIG loses its
controllability [12].

Because of the fact that thyristors and diodes support well over current values,
topologies (A) and (B) are more robust but are not fully controllable. The topology
employing the insulated gate bipolar transistor (IGBT) is fully controllable (it turns
on and off exactly with the drive signal), but is more sensitive to overcurrent and
overvoltages.

The chopper, shown in Fig. 15.20, is required to protect the converter from over-
voltages in the DC link. Such overvoltage can occur mainly during voltage dips. As
the drive signals to RSC are cancelled, the converter acts as a diode bridge rectifier.
If the voltage at crowbar terminals is greater than DC-voltage, the diode-bridge con-
ducts, delivering power to the capacitor of the DC-link. If the capacitor voltage sur-
passes a safe limit, the chopper is triggered to discharge the capacitor.

4.3 NEW TRENDS/NOVEL STRUCTURES
The rated power of wind DFIG machines is increasing more and more. To deal with
this new reality, novel solutions are being proposed. Matrix converters are being
considered [13]; their main advantage is the absence of DC capacitors. Modular

FIGURE 15.19

Topologies for crowbar implementation. (A) with SCR, (B) with SCR þ Diodes, (C) with

Diodes þ IGBT.

Source: Author.
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multilevel converters are easy to implement and, using present devices, can process
higher power [14]. Parallel connection of converters also can deliver more power in a
modular way [13].

5. LOW-VOLTAGE RIDE-THROUGH
5.1 EFFECTS OF VOLTAGE DIP ON DOUBLY FED INDUCTION

GENERATOR
As stated in the sections above, the voltage dip is a great issue for the DFIG to deal
with. The converter is the most susceptible part of a DFIG-based WECS; hence, the
major worries concern voltage dips supportability. The effects of a voltage dip
without any countermeasure are tremendous. As in the study by Erlich, Wrede,
and Feltes [15], an analysis of this phenomenon is evaluated in this condition.
Fig. 15.21 presents the impact of an 80% voltage dip in the most important variables
of DFIGdstator voltage; stator, rotor, and GSC currents; DC-link voltage; and stator
power.

With the abrupt change in stator voltage, Fig. 15.21 shows that DC components
increase the stator currents, as explained before. On the rotor side, these DC compo-
nents appear as a high-frequency component surpassing the steady-state currents on
this circuit. It could be noticed that the levels reached by the rotor currents are
extremely higher than the nominal ones. This is unfeasible to deal because of con-
verter switches limitations.

When these high currents flow into the converter, they cause the DC-link voltage
to increase. Even if the capacitor is acting in inertia, it is not capable to considerably
reduce this behavior on the voltage. Without other countermeasures, DC-link
voltage can reach two times its rated value, which is far beyond capacitor and switch
design limits.

FIGURE 15.20

Chopper circuit. GSC, grid side converter; RSC, rotor side converter.

Source: Author.
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FIGURE 15.21

Effect of voltage dip on a doubly fed induction generator. (A) Stator voltage, (B) stator

current, (C) rotor current, (D) GSC current, (E) DC-link voltage, (F) stator active and

reactive power.

Source: Author.
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FIGURE 15.21 cont’d.
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If there is no change in control operation,GSCwill try to stabilizeDC-link voltage.
To do so, it will force currents far beyond switches’ rated values, as shown in the
figure. However, even with these attempts, DC-link voltage could not be controlled.

5.2 GRID CODE REQUIREMENTS
In the past, wind turbines were allowed to disconnect from the grid when faults
occurred. They were considered as a large industrial load and were subjected to
the same standards These requirements aim to protect the machine itself and prevent
from islanding operation. Thus, the old codes allowed the disconnection during grid
faults, which contributes to the dip.

Nowadays, because of the increasing penetration of these sources in electrical
power system, national grid codes understand that they must contribute to the stabil-
ity during these disturbances, as any other power source. For the proper operation of
electrical power system, it is essential that all generators connected to the grid sup-
port and help to mitigate oscillations in voltage and frequency. A simultaneous
disconnection of a large amount of wind turbines at the same time may collapse sys-
tem stability in that region.

As stated before, the voltage dips are especially problematic to the WECS. Thus,
there are specific requirements in each national grid code concerning wind turbines
supportability during these faults, and the codes show the regions that the turbine
shall still stay connected with. These regions are determined by the depth of the
voltage dip and its duration [16]. IEC 61400e21 [17] states tests to be applied to
a wind turbine, as detailed in Table 15.1.

Table 15.1 IEC 61400e21 Voltage Dip Tests

Case
Voltage Magnitude
After the Dip (pu)

Positive
Sequence
Voltage
Magnitude (pu) Duration (s)

VD1dThree-phase
symmetric voltage dip

0.90 � 0.05 0.90 � 0.05 0.50 � 0.02

VD2dThree-phase
symmetric voltage dip

0.50 � 0.05 0.50 � 0.05 0.50 � 0.02

VD3dThree-phase
symmetric voltage dip

0.20 � 0.05 0.20 � 0.05 0.20 � 0.02

VD4dPhaseephase
voltage dip

0.90 � 0.05 0.95 � 0.05 0.50 � 0.02

VD5dPhaseephase
voltage dip

0.50 � 0.05 0.75 � 0.05 0.50 � 0.02

VD6dPhaseephase
voltage dip

0.20 � 0.05 0.60 � 0.05 0.20 � 0.02

Source: Author.
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In addition, to help voltage restoration during a fault, some countries demand
that WECS provide reactive power for the grid. Inserting reactive power, DFIG
will operate with leading power factor and help the voltage to increase. Grid codes
have, also, curves to determine the amount of reactive current to be injected, accord-
ing to the voltage dip depth.

5.3 CROWBAR PROTECTION
In a general way, crowbar is a widely used device in power electronics circuit protec-
tion against overvoltages. In DFIG-based WECS, the term describes any device that
provides an alternative path to the currents, diverting then from the RSC, through a
low-resistance circuit. It is activated when any sign of a fault is detected, such as over-
current in the rotor, low stator voltage, or overvoltage in the DC-link. The activation
of Crowbar protection is temporary; it means during normal operation Crowbar is off,
during a fault it is activated, and after the fault clearance it is turned off again.

The use of crowbar in wind turbines is reported even before the grid code re-
quirements for WECS low-voltage ride-through. There are some variations in the
implementation of this technology, as discussed before. However, because of its
simplicity and as it is a well-known and reliable solution, it remains being the
main solution in many wind farms all over the world.

Despite its wide-spread utilization, Crowbar presents some disadvantages. When
it is activated, the machine is no longer controlled by the RSCdwhich means it lost
control for this period. Also, the power system seems DFIG as a wound rotor ma-
chine with a high rotor resistance and a very high slip. This configuration consumes
much reactive power from a grid already disturbed, making it even more difficult for
the voltage to be restored. In addition, as crowbar is a resistance, much energy is
wasted within its activation.

5.4 COMPLEMENTARY PROTECTION
5.4.1 Pitch Angle Control
One of the issues during a voltage dip is that the power cannot be delivered to the
electrical grid. This method uses a control that regulates the angle between the blades
and the wind force [18]. This way, the power extraction from the wind is reduced pre-
venting major damages to the WECS. However, this variation in blade angles, espe-
cially in large turbines, demands much time compared with electrical transients.

This approach has been applied in almost every WECS as a solution for steady-
state condition, together with another technique with faster response, which will act
during the transient phase. The pitch angle control, alone, is not able to accomplish
grid code requirements and protect DFIG system.

5.4.2 Chopper Circuit
To protect DC-link, the most common protection is the chopper circuit. It consists of
a resistance in parallel with DC-bus capacitor, which is switched on when high
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voltage is detected [19]. This resistance enables an alternative path to hazardous cur-
rents in the capacitor and regulates its voltage. Usually, chopper circuit is placed as a
complementary circuit to the crowbar protection.

5.5 ALTERNATIVE SOLUTIONS
Because of the theme relevance, a great number of solutions were and are being pro-
posed. Some of these solutions have already been well established and implemented
on wind turbines, many others still need maturation and substantiation. In general, a
comprehensive fault ride-through technique should pursue the following main goals:

• Minimize the voltage drop at the generator
• Divert or negate rotor overcurrent
• Produce appropriate power output during faults.

5.5.1 Control Strategies
Many works propose ride-through improvement by using control strategies of the
rotor currents produced by the power electronic converter.

Some strategies inject currents by RSC to oppose natural and negative sequence
components of magnetic flux [20], or in counterphase with stator currents [21], and
thus limit the currents levels on the converter circuit. The great benefit of this kind of
solution is that no additional hardware is used, which considerably reduces costs.
However, these proposals still have to improve its current limitation and the reactive
power consumption during the fault. Also, all these methods have a great depen-
dence on machine parameters to adequate control operation, which in practice re-
duces reliability, once these parameters vary over time and cannot be ever
precisely measured.

5.5.2 Hardware Solutions
Because of the great relevance of the fault supportability issue and the drawbacks of
both crowbar solutions and control strategies, alternative hardware solutions have
been proposed in literature. The idea behind these proposals is that if an external po-
wer electronic device is used to compensate the faulty grid voltage, any protection
method in the DFIG system can be left out.

One of the most prominent solution is the Dynamic Voltage Restorer (DVR),
which is a voltage source converter connected in series to the grid to correct faulty
line voltages. There are several topologies for DVR implementation [22] and many
works attest that this proposal is feasible as a protection for WECS, both in squirrel-
cage generators [23] as in DFIG systems [24].

Lately, solutions applying superconductive materials have been proposed. These
materials have singular characteristics of resistance and inductance change during
fault conditions, which are used in DFIG benefit. Some of them implement Super-
conducting Magnetic Energy Storage to protect the whole wind farm [25] or in in-
dividual DFIG [26], others propose resistive Superconductor Fault Current Limiter
placed in the point of connection between DFIG and the grid [27] or in the rotor
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circuit [28]. However, the superconductor material needs a cryogenic system to
operate and none of the proposals experimentally demonstrate its performance.

The disadvantages of any of these hardware solutions are the cost and the reduc-
tion of system reliability with the increase in the number of electronic devices,
although, much research has been made on new proposals on topologies, technolo-
gies, and on their control to enhance DFIG performance during grid faults.
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1. INTRODUCTION
The intense industrialization of the last decades (1990e2010) and the multiplication
of electric devices have led to a considerable increase in the needs of the electrical
energy [1]. In response to this growing demand, industrialized countries have essen-
tially relied on nuclear power plants. In fact, this energy source has the advantage of
not to cause atmospheric pollution unlike thermal power stations; however, the risk
of nuclear accidents, waste treatment, and landfilling are real problems that make
this energy unattractive for future generations [2].

In view of these problems, and to limit the use of nuclear power plants, some
countries have turned to new forms of renewable energy [3]. For instance, wind en-
ergy is not a substitute for conventional sources but complementary to the energy
used. Indeed, the potential energy of the movement of air masses represents a consis-
tent deposit of energy [4].
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Since the use of the windmill, the technology of wind turbines is being enhanced
[4]. It was in the early 1940s that real prototypes of wind turbines with blade profiles
have successfully been used to generate electricity. In this sense, several technolo-
gies are used to capture wind energy (vertical- or horizontal-axis sensor) [5]. In addi-
tion to the mechanical properties of the wind turbine, the conversion efficiency of
mechanical energy into electrical energy is very important [4,5]. Indeed, synchro-
nous and asynchronous machines are used for this purpose [6]. The control of these
machines and their possible interfaces to the network must make a maximum of en-
ergy over a widest possible range of wind speed variation possible to be extracted, in
such a way to improve the profitability of wind power installations.

The spread of the use of wind turbines has led researchers in electrical engineer-
ing to study how to improve the efficiency of the electromechanical conversion and
quality of energy supplied by wind turbines. In this context, this chapter focuses on
the realization of wind turbine emulators. This is based on DC motors, which are
controlled to reproduce the mechanical behavior of wind turbines. This allows to
study the behavior of wind turbines following the weather condition variations, in
particular, the wind speed. Thus, the chapter is organized as follows: after the intro-
duction, the second section is concerned with the definition of the wind energy. The
third section deals with the types of wind turbines. The modeling of the wind turbine
is studied in depth in Section 4. Section 5 presents the principle of the wind turbine
emulator. Finally, Section 6 summarizes the simulation results.

2. DESCRIPTION AND QUALITIES OF WIND ENERGY
2.1 DEFINITION OF WIND ENERGY
A wind turbine is a device that transforms a part of the kinetic energy of the wind
(fluid in motion) into available mechanical energy on a transmission shaft and
then into electrical energy via a generator [7] (Fig. 16.1). In fact, wind energy is a
nondegraded renewable energy, is geographically diffuse, and is in correlation
with the season (electric power is much more demanded in winter, and it is often
during this period that the average wind speed is high). Furthermore, it produces

FIGURE 16.1

Energy conversion: from kinetic to electrical energy.
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no atmospheric discharge or radioactive waste [6,7]. However, it is random in time,
and its capture remains complex and requires large masts and blades (up to 60 m for
several megawatts) in clear areas to avoid turbulence [8].

The materials required for the manufacture of wind turbine elements (nacelle,
blades, and multiplier) must be technologically advanced and are therefore expen-
sive. The installations can be carried out not only on land but also increasingly at
sea (offshore wind farms), where the presence of wind is more regular. Wind tur-
bines are thus less visible and cause less noise nuisance [9].

In addition to the visual aspect of wind turbines, their impact on the environment
is reduced: a very small rate of the total area of the site on which it is located is used
by the wind turbine, which allows the sites to retain their industrial or agricultural
activities [9]. Their noise pollution is also relatively low. Indeed, the level sound
of a wind turbine is 50 dB at 150 m and becomes imperceptible beyond 400 m.

The criteria for choosing a wind farm are based on several conditions. In partic-
ular, the efficiency of a wind turbine depends on its location. This is strongly related
to the constancy of speed and the direction of wind [9]. Indeed, the wind speed must
be acceptable and contained in the area where the wind turbine operates properly and
without fear of destruction [10,11]. In addition, the axis of rotation of the wind tur-
bine must be maintained, as far as possible, parallel to the wind direction to obtain an
optimal efficiency. In this sense, offshore facilities are very responsive because of
the constant wind speed, and these sites are much more windy and the mechanical
stresses are much lower [12,13]. In addition, the accessibility to the electricity
network is a very important criterion because the network connected to the wind tur-
bines must be able to support the energy produced [12,13].

The wind turbines are generally divided into three categories, according to their
nominal power: small power wind turbines (<40 KW), medium-power wind tur-
bines (40e1 MW), and high-power wind turbines (>1 MW) [14,15].

2.2 MAIN COMPONENTS OF THE WIND TURBINE
There are several possible configurations of wind turbines. However, a conventional
wind turbine consists generally of three main elements: first, the mast, which is a
steel tube or a wire mesh, used to avoid disturbances near the ground. However,
the amount of material implementation is a nonnegligible cost and the weight
must be limited. Therefore, a compromise consists in taking a mast of a size slightly
greater than the diameter of the wind turbine rotor [16,17].

The second element of a wind turbine is the nacelle, which brings together all the
mechanical elements allowing to couple the wind turbine’s electric generator: slow
and fast shafts, bearings, and multiplier. The disc brake, which is different from the
aerodynamic brake, makes stopping the system in case of possible overloading. The
generator which is generally composed of a synchronous or asynchronous machine
and hydraulic or electric steering of the blades (aerodynamic brake) and the nacelle
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(necessary to keep the surface swept by the wind turbine perpendicular to the wind
direction) in addition to the air or water cooling system, anemometer, and the elec-
tronic system of the wind turbine management [18,19].

The rotor is formed by the blades assembled in their hub. For wind turbines, the
number of blades typically varies from 1 to 3, the three-bladed rotor (Danish
concept) being by far the most widespread because it represents a good compromise
between the cost, vibration behavior, visual pollution, and noise [18].

Fixed speed rotors are often equipped with a blade orientation system, allowing
the generator (usually an asynchronous squirrel-cage machine) to operate on the
synchronism and to be connected directly to the network without power electronics
device. This system combines simplicity and low cost [19].

However, variable speed rotors are often less expensive because the steering device
of the blades is simplified or deleted. However, a power electronics interface between
the generator and the network or load is required. The blades are characterized mainly
by their geometry, which will depend on the aerodynamic performance and materials
(currently, composite materials such as glass, andmore recently carbon fibers are used
much because they combine lightness and good mechanical resistance) [9].

3. TYPES OF WIND TURBINES
There are two types of wind turbines: vertical-axis and horizontal-axis wind tur-
bines, which are detailed in the following sections.

3.1 VERTICAL-AXIS WIND TURBINES
This type of wind turbine has been the subject of much research. It has the advantage
of not requiring a system for orienting the blades and possessing a mechanical part
(multiplier and generator) at the ground, therefore facilitating the operations of
maintenance. On the other hand, some of these wind turbines must be trained at
start-up, which represents a drawback for the mat, because it receives strong me-
chanical constraints, making these types of wind turbines abandoned by manufac-
turers (except for the low power) in favor of horizontal-axis wind turbines [5].

Vertical-axis wind turbines were the first structures developed to produce the
electricity, paradoxically in contradiction with the traditional windmill with horizon-
tal axis. They have the advantage of having the control members and the generator at
the ground level, which make them so easily accessible. Many variants have been
tested since the 1920s, and many of them have been unsuccessful, but two structures
have been well industrialized [5]:

• The Savonius rotor (named after its inventor) in which operation is based on the
principle of “differential drag” used in anemometers: the efforts exerted by the
faces of a hollow body are of different intensity, which then generates a motor
torque making the assembly to rotate. The effect is reinforced by the circulation
of air between two half-cylinders, which increase the motor torque [20].
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• The cyclically variable wind turbines with the most widespread structure being
that of Darrieus (French engineer who filed the patent in the early 1930s). Their
operation is based on the fact that a profile placed in airflow according to
different angles is subjected to forces with variable direction and intensity,
which generates a motor torque causing the rotation of the device [21]. These
forces are created by the combination of the proper displacement speed of the
profile and the wind speed. This means that the rotation of the device cannot
start on its own. When it is stationary, the wind turbine must be launched by an
ancillary device (use of the generator as a motor, for example).

Although some major industrial projects have been carried out, vertical-axis
wind turbines remain marginal and little used and currently abandoned. Indeed,
the presence of the energy sensor near the ground exposes it to turbulence and
wind gradient, which reduces its effectiveness. They are also exposed to aeroelas-
ticity problems due to constraints they undergo. Finally, the surface they occupy
on the ground is very important for high powers [22].

3.2 HORIZONTAL-AXIS WIND TURBINES
Horizontal-axis wind turbines are much more widely used, even if it requires a
mechanism for orienting the blades. This type of aero generators is characterized
by a higher aerodynamic yield than the vertical one. Moreover, it starts autono-
mously and has low elements at the ground level [23].

Indeed, horizontal-axis wind turbines are based on the ancestral wind. They are
made up of several blades that are aerodynamically shaped like airplane wings. In
this case, lift is not used to maintain an aircraft in flight, but for generating a driving
torque causing rotation. The number of blades used for electric power generation
typically varies between 1 and 3; with three blades, there is a compromise between
the power coefficient, the cost, and the speed of rotation of the wind sensor [23]. This
type of wind turbine has gained the upper hand over those with vertical. Moreover,
they are less expensive and less exposed to mechanical stresses, and the position of
the receiver at several tens of meters of the ground favors the efficiency. In this study,
we will consider the case of horizontal-axis wind turbines, for the advantages listed
earlier [23].

4. MODELING OF THE WIND TURBINE
Wind energy comes from the kinetic energy of the wind. If we consider an air col-
umn of length dl and density r, moving with a velocity V1, the kinetic energy dE of
this column is given by Eq. (16.1) [24]:

dE ¼ [S1V
2
1dl

2
(16.1)
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By replacing dlwith V1 dt, we obtain the expression of the wind power before the
wind turbine Pm [24]:

Pm ¼ [S1V
3
1

2
(16.2)

Let V1 be the wind velocity before passing the turbine and V2 the velocity after
passing (Fig. 16.2). The wind speed across the turbine is the average of the two
speeds. Thus, the massm of an air column, having a density [ and of section S1, pass-
ing through the surface of the blades is given by Eq. (16.3) [24]:

m ¼ [S1ðV1 þ V2Þ
2

(16.3)

The extracted power Paer is expressed by half the product of the mass and the
decrease of the wind speed (Newton’s second law). It is given by the following
expression (16.4):

Paer ¼
m
�
V2
1 � V2

2

�
2

(16.4)

By replacing m by its expression, given by Eq. (16.3), in Eq. (16.4), we obtain:

Paer ¼
[S1ðv1 þ v2Þ

�
v21 � v22

�
4

(16.5)

The ratio between the power extracted from the wind and the kinetic power is
given by Eq. (16.6):

Paer

Pm
¼

�
1þ

�
v1
v2

�� 
1�

�
v1
v2

�2
!

2
(16.6)

FIGURE 16.2

Diagram showing the variation of the wind speed before and after passage through the

wind turbine.
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This ratio is known as the power coefficient or Betz Cp coefficient. The charac-
teristic corresponding to Eq. (16.6) is given by Fig. 16.3.

The power coefficient characteristic has a maximum, which is the image of the
maximum ratio between the power extracted from the wind and the power before
passing by the wind turbine. Indeed, this coefficient explains the fact that a wind tur-
bine allows to recover only a part of the wind power because the flow cannot have a
zero speed after its passage through the turbine (otherwise, this would means to
“stopping the wind”).

For a given wind velocity, we want the power supplied to be maximum, which
corresponds to an optimum value of l1, giving the maximum coefficient of Betz.
The curve giving Cp(l1) does not exceed a maximum equal to 0.59: this is the limit
of Betz.

In this study, we have chosen to model a 1.5-kWwind turbine. It is a three-bladed
wind turbine with a radius of 1.5 m. To simulate the behavior of the wind turbine, it
is necessary to determine the torque that the latter exerts on the mechanical shaft.
Indeed, the aerodynamic power Paer is given by the expression (16.7):

Paer ¼ Paer

Pm
Pm ¼ Cpðl1ÞPm (16.7)

By replacing Pm with its expression given by Eq. (16.2), Paer becomes:

Paer ¼ 1

2
Cpðl1Þ[S1v32 (16.8)

For small power wind turbines, the wind direction is characterized by an angle q
called angle of attack, which is the angle that the wind direction makes with the rota-
tion axis of the wind turbine rotor [3]. Then, v2 can be expressed by:

FIGURE 16.3

Power coefficient versus the speed ratio v1=v2
.
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v2 ¼ v2 cos q (16.9)

The aerodynamic power then becomes:

Paer ¼ 1

2
[S1cpðl1Þv32 cos q3 (16.10)

Thus, the power supplied is a function of the cube of the wind speed, which is
why the sites are first chosen according to the wind speed. The aerodynamic torque
is therefore given by Eq. (16.11):

Caer ¼ 1

2
[S1 cpðl1ÞR v22

l1
cos3 q (16.11)

Several types of the power coefficient modeling can be found in the literature.
These models are often valid for a specific wind turbine. Nevertheless, the pattern
of curve networks is generally the same and the modeling handicap can be lifted.
For the modeling of the aerodynamic pair, we adopt the expression given by Eqs.
(16.12) and (16.13) [24].

Cpðl1; ßÞ ¼ 0:5176

�
116

li
� 0:4ß� 5

�
e
�21
li 0:0068l1 (16.12)

1

li
¼ 1

l1 þ 0:08ß
� 0:0035

ß3 þ 1
(16.13)

Indeed, Eq. (16.12) is used in the polynomial form (Eq. 16.14) and presented in
Fig. 16.4:

Cpðl1Þ ¼ a5l
5
1 þ a4l

4
1 þ a3l

3
1 þ a29410

�3l21 þ a1l1 þ a0 (16.14)

FIGURE 16.4

Betz coefficient using the polynomial representation.
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Caer ¼ 1

2

Cpðl1Þ
l1

[RS 1v
2
2ðcos qÞ3 (16.15)

The curve characteristics of the mechanical torque as a function of the mechan-
ical angular velocity of the turbine for different wind speed values and for a zero
pitch angle (b) give the results presented in Fig. 16.5.

5. PRINCIPLE OF WIND TURBINE EMULATOR
The principle of the wind emulator consists in calculating, for a given wind speed,
the desired speed, which is the wind torque image. The comparison of this speed to
the measured speed of the DC motor allows the PWM signal, input of the chopper
feeding the DC motor through a PI controller, to be generated.

A control loop makes it possible to adopt, at each iteration, the voltage control of
the DC motor armature. The possibility of disturbances making the wind not con-
stant can occur and causes fluctuations. This is why we have also modeled the dy-
namic behavior of the wind by a transfer function [24].

Qðv2Þ ¼ a5v
5
2 þ a4v

4
2 þ a3v

3
3 þ a2v

2
2 þ a1v2 þ a0 (16.16)

HðpÞ ¼ 1

1:3p2 þ pþ 1
(16.17)

FIGURE 16.5

Mechanical torque versus mechanical speed for different wind speed values v2.
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5.1 MODELING AND SIMULATION OF THE WIND EMULATOR
An essential step for the implementation of the wind turbine emulator is to study its
behavior in both steady state and transient regime. To do this, we proceed to the first
step of our work to model the global chain of the emulator (wind turbine model and
DC motor). In fact, the DC motor is the simplest machine to control, which requires
only choppers or rectifiers (Fig. 16.6).

In this study, the DC motor model with a separate excitation is considered.
Therefore, the inductor flux 4f is constant (Eq. 16.18).

Ff ¼ KFif (16.18)

At the terminals of the armature:

Ua ¼ Raia þ La
dia
dt

þ E (16.19)

where

E ¼ KFUm (16.20)

KF, the torque.
The armature current evolution is given by Eq. (16.21):

dia
dt

¼ 1

La
ðUa � Raia � KFUmÞ (16.21)

At the terminals of the inductor, the voltage Uf is constant, consequently, If is
constant and is equal to (16.22):

If ¼
Uf

Rf
(16.22)

The slow dynamics of the DC motor is governed by Eq. (16.23):

J
dUm

dt
þ fUm ¼ Cm � Cr (16.23)

where f, the friction; Cr, the resistant torque.

E

La

Lf

Rf

UfUa

Ra

FIGURE 16.6

Simplified schema of a DC motor.
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The mechanical torque Cm is given by:

Cm ¼ KFia (16.24)

The command adopted is a voltage control of the armature. Eqs. (16.21) and
(16.23) are represented in the space state by:�

_X
	 ¼ ½A�½X� þ ½B�Uþ ½C�W (16.25)

where

½X� ¼ ½ia U�t ; ½A� ¼

2
6664
�Ra

La

�KF

La

KF

J

�f

J

3
7775; ½B� ¼

2
64

1

La

0

3
75; U ¼ Ua; ½C�

¼

2
64 0

�1

J

3
75; W ¼ Cr

pia ¼ 1

La
ðUa � Raia � KFUmÞ (16.26)

pUm ¼ 1

J
ðCm � Cr � fUmÞ (16.27)

ia ¼ Ua � KUm

Ra þ Lap
(16.28)

Um ¼ KIa � Cr

Jpþ f
(16.29)

The direct current motor can thus be expressed by a second-order linear system
having for control and disturbing inputs, respectively, Ua and Cr and for output the
mechanical speed Um.

The open-loop transfer function of the DC motor is given by:

H0ðpÞ ¼ KF

fRa þ K2
F

, 
JLa

fRa þ K2
F

p2 þ ðRaJ þ fLaÞ
fRa þ K2

F

pþ 1

!
(16.30)

It can be written as a function of the electrical constant se and the mechanical
constant sm. The function is given by Eq. (16.31):

H0ðpÞ ¼ K

ð1þ sepÞð1þ smpÞ (16.31)
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5.2 MECHANICAL SPEED CONTROL
To have the same rotational speed as that of the wind turbine, a PI regulator is used,
which makes it possible to generate the voltage and must be injected into the DC
motor armature. Thus, the PI regulator is chosen since the proportional acts on
the speed and the integrator decreases on the static error. The regulator R(p) is given
by Eq. (16.32):

RðpÞ ¼ Kp þ Ki

p
¼ Kp

�
1þ sp
sp

�
(16.32)

6. RESULTS AND INTERPRETATIONS
In this paragraph, the principle of the emulator using Matlab�-Simulink is presented
(Fig. 16.7), followed by the simulation results.

The mechanical speed of the corresponding turbine at a wind speed of 7 m/s is
equal to 39.14 rad/s. This is shown in Figs. 16.8e16.12.

Fig. 16.8 shows the mechanical reference velocity and the steady-state velocity
and shows that they coincide.
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FIGURE 16.7

Schema of the emulator simulation.
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FIGURE 16.8

Diagram showing the mechanical torque Cm at the resistive torque Cr as a function of the

mechanical speed Um for V2 ¼ 7 m/s.

FIGURE 16.9

Reference and measured mechanical speed.



By applying a wind speed step from 7 to 8 m/s, the mechanical reference velocity
and the regulated velocity are similar. This confirms the efficiency of the PI regulator
used.

Fig. 16.10B shows the turbine speed following the application of a wind step
from 7 to 8 m/s (Fig. 16.10A). It is shown that the rotation speed of the DC motor
follows the turbine rotation speed, which is considered as reference speed.

Fig.16.10C gives the armature current Ia as a function of time. The simulation
results show that the current is proportional to the torque of the wind turbine
(Fig.16.10D). Indeed, by varying the wind speed at constant torque, the armature
current remains virtually constant according to Eq. (16.28).

The application of a wind speed step from 7 to 8 m/s produces a voltage variation
Ua of the DC armature (see Fig. 16.10E). This variation, compared with a triangular

FIGURE 16.10

Simulation results in dynamic system.
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FIGURE 16.10 cont’d.
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signal, gives the signal PWM, which, applied to the input of the chopper feeding the
armature of the DC motor is given by Fig. 16.11.

The variation of the angle of attack at a step of wind speed v2 taking into account
the static and dynamic behavior of the wind shows that this angle decreases as the
wind speed increases; this confirms the influence of the angle in small wind turbines.
The angle of attack is illustrated in Fig. 16.12.

FIGURE 16.11

Pulse width modulation (PWM) signal as a function of time.

FIGURE 16.12

Angle of attack q as a function of time following a wind step.
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7. CONCLUSION
In 2000e17 there has been increasing interest in improving energy production based
on renewable energy sources. Wind energy is one of the most important renewable
sources, for its advantages of being nonpolluting, reliable, and not too expensive.

Difficulties in controlling weather lead researchers in the wind energy fields to
carry out simulators on which the tests will be easier. In this study, a wind turbine
emulator is tested by simulation using a DC motor that reproduced exactly the
behavior of a small power wind turbine. The control of the DC motor has been tested
dynamically by changing the wind speed.
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self-consumption, 299

solar irradiance components, 321e325, 322f

solar position, 319e320

solar radiation modeling, 319e326

solar rays, 320

solar tracking systems, 304e307

driving motor, 307

mechanism, 304e306, 305f

one-axis tracker, 305e306, 305f, 306t

solar tracker control, 307

two-axis trackers, 306, 307f

stand-alone plants, 298

subsystem, 297

system curve, 314

technical and economic performance, 328

total irradiance, 324

water balance, 327

Photovoltaic modules, 240e243, 301e304, 302f

arrangement, 303e304, 304f

energy conversion efficiency, 303

fill factor (FF), 302e303

open circuit voltage, 301e302

peak power (PP), 302, 302f

short-circuit current, 301

Photovoltaic (PV) system, 5f, 301e310, 373

active power control strategies, 208e209

applications, 116

arrays, 240e243

automatic supervision strategies, 232, 237e240,

239f

battery storage, 5

flexible active power control

power-limiting control algorithm, 220e221,

220fe221f

power ramp-rate control algorithm, 221e222,

222fe223f

power reserve control algorithm, 222e224,

224fe225f

flexible power control

control algorithm modification, 213e214,

213fe214f

installing flexible loads, 212e213, 212f

integrating energy storage systems, 211e212,

211f

grid-connected PV systems, 209e210

inverter model, 243e244

modeling solar cells, 240e243, 241f

nonshading conditions

experimental work, 137e144

simulation, 124e135

parameter extraction techniques, 244

performance parameters

miscellaneous losses, 233

normalized thermal losses, 235

performance ratio (PR), 233

possible faults and origins, 233, 234t

thermal effects, 233

photovoltaic modules, 240e243

power conditioning circuits, 5

power converter technology and control

control structure, grid-connected PV systems,

217, 217fe218f

maximum power point tracking algorithms,

218e220, 219f

system diagram, grid-connected PV systems,

214e217, 215fe217f

power-limiting control (PLC), 208e209

power ramp-rate control (PRRC), 209

power reserve control (PRC), 209

PVarray, 4

simulation tools, 244e245

supervision and diagnosis of, 235e237, 236t,

237f

terminal voltage, 116, 116f

Photovoltaic water pumping system (PVPS)

carbon dioxide (CO2), 336

centrifugal pump, 344

clean energy, 336

cold seasons, 346

DC motors, 336

direct/quadrature current, 341e342

hot seasons, 346

induction motorebased PV pumping systems,

336

maximum power point (MPP), 337e338

maximum power point tracking (MPPT)

algorithm, 337, 337f

mechanical power, 342

medium seasons, 346

operational pumping systems, 336

pump resistive torque, 341

radiance, 342

rotor pulsation, 341e344

scalar control, 338e339

stator current, 341e342

stator pulsation, 342

stator voltage responses, 342

system components modeling, 337e338

torque control, 338e339

vector control, 339e342

electric speed reference, 341e342

flux regulation, 339, 340f

regulators selection, 340e341

518 Index



speed regulation, 341, 341f

torque regulation, 339, 340f

transfer function, 340

water volume comparison, 345f

Pitch angle controller, 449, 449f

Power coefficient, 497

Power control functionalities, 208e209

Power electronic converters, 480e483

back-to-back voltage source converter, 480e481,

481f

chopper, 481e482, 483f

crowbar, 481e482, 482f

new trends/novel structures, 482e483

Powering plant, 298e299

Power-limiting control (PLC), 208e209,

220e222, 220fe223f

Power reserve control (PRC), 209, 222e224,

224fe225f

Power supply circuits, 140f, 142

Power towers, 373e374, 381e382, 383f

Proposed controller, 449e450, 450f

p-type Si, 10

Pulse width modulation (PWM) voltage, 462

Pumping systems, 297, 312

Pump resistive torque, 341

PV arrays

failure modes, modules, 43e44, 44f

flat plate modules, 42e43, 43f

glassing factor, modules, 44e45

hot-spots

back-connected bypass protection diodes,

40e41, 41f

reverse characteristics, 39e40, 40f

weak pen junction region, 39e40, 40f

IeV characteristics

mismatched cells, module, 38e39

module, 36e38, 36fe37f

measurement data and practical considerations,

41e42, 41f

solar cell array, 41f, 42

PV current-sensing circuit, 141f, 143e144

PV effect

PeN solar cell

eeh pairs, 21

front metallization, 20, 20f

illustration of, 20, 21f

metal-semiconductor, 21

photovoltaic effect, 20, 21f

solar cell construction, 20, 20f

PV voltage-sensing circuit, 141f,

142e143

PWM converter rotor side, 438

R
Reactive power controller, 449e450

Recombination mechanisms, 12

Reference/measured mechanical speed, 503f

Reflected irradiance, 322, 324

Renewable energy forecasting

high accuracy irradiance measurement, 108

Model Output Statistics (MOS), 107e108

nonhydrostatic atmospheric models, 108

now-casting, 106e107

Renewable energy system optimization process,

266e276

Ripple Correlation Control (RCC), 120

Root mean square error (RMSE), 91

Rotor, 494

Rotor pulsation, 341e342

Rotor-side converter, 437

S
Sampling instants, 175e176

Sandia Array Performance Model (SAPM), 243

Sanitary hot water (SHW), 403

Satellite cloud image, 96e99, 99fe100f

Savonius rotor, 494

SC. See Solar constant (SC)

Scalar control, 338e339

Scaled persistence model, 101

Scattered radiation, 380

Self-consumption, 299

Self-controlled PV unit (SCPVU), 164e166

Self-excited induction generator (SEIG), 446e447,

446f

Semiconductor currents, 11e12, 11f

Semiconductors

amorphous, 8

atomic arrangements, 8

crystalline, 8

currents, 11e12, 11f

doping and conductivity, 10e11, 10f

electrical characteristics, 8

energy gap Eg and intrinsic concentration NI, 9,

9fe10f

excess of, electrons and holes, 12, 12f

optical properties

absorption coefficient alpha, 14, 14f

light intensity, absorption coefficient alpha, 13,

13f

longer wavelength photons, 14e15

photoelectric effect, 12e13

photon generation process, 13, 14f

photons, 13

polycrystalline, 8

Index 519



Semiconductors (Continued)
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