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A B S T R A C T

Research findings have shown that accurate estimation of performance and water surface profiles in hydraulic
structures are cumbersome and time-consuming. Furthermore, investigating hydraulic variables experimentally
required more money to conduct the field tests and to find the needed equipment. Additionally, laboratory
measurements of the hydraulic parameters are not accurate when compared with numerical simulation results.
Therefore, numerical simulation of hydraulic problems such as flow over hump using computational fluid dy-
namics (CFD) science is a great alternative for laboratory tests. In this study, the flow properties of a sharp crested
triangular weir of dimension 50 � 30 � 7 cm3 was modelled numerically using Flow 3D and validated using
laboratory experiments. Results showed that the software modelled the hydraulic parameters such as the flow
surface elevation, Froudes number, velocity and water depths through the triangular hump with a greater degree
of performance and accuracy (minimum variations between 4% and 5%). Flow 3D was therefore recommended as
a useful tool to predict and investigate the flow behaviour at upstream and downstream of the weirs as well as in
different hydraulic structure. In addition, similar modelling with other turbulence models within the software can
be considered a strong scientific contribution to the field and is therefore highly recommended for future studies.
Introduction

In open channels, the most common hydraulic structures used for
flow discharge measurements are the weirs because of their accuracy,
simplicity, and ease of design and construction [1,2]. Their main func-
tions include managing water levels at upstream and downstream as well
as measuring flow discharge and channel stabilizations [3]. In addition,
they have different engineering applications in the laboratory and field
especially in safety, for example in discharging excess water from rivers
and dams during flood times. Weirs can be categorized into different
types based on their geometry and design. These include broad-crest,
sharp-crested, narrow crested, and ogee-shaped weirs. However, based
on opening shape, weirs can be classified into 3 main types namely,
rectangular, triangular and trapezoidal weirs [4]. Short-crested trian-
gular weirs or crump weirs are among the special types of broad-crested
with back face slope of 1:5 and front face slope of 1:2 [5]. In these types
of weirs, accurate estimation of performance and water surface profiles
are sometimes cumbersome and time-consuming. Complex problems are
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therefore required to be solved using accurate and simplified numerical
techniques that have been validated with experimental results [6,7].

Nowadays, solving engineering problems by numerical simulation
approach have been increased especially with the huge improvement in
the capacity and ability of computer processing powers [8]. However,
validation of the numerical solution experimentally is required to ensure
that the results of modelling are accurate enough. In terms of fluid nu-
merical simulation, finite volume method and finite element method are
used to solve the fluid governing equations which are continuity and
NavierStokes equations in addition to turbulence models [9–12].

Computational fluid dynamics (CFD) had been reported among the
numerical simulation techniques used to solve fluid flow problems [13].
In this field, many commercial and open source codes have been devel-
oped for numerical simulations. Among themost popular ones are Fluent,
Flow-3D and Star CCMþ, while open-FOAM code is an example of an
open source CFD code [14]. Flow-3D software uses the finite volume
method (FVM) to solve the governing equations and different turbulent
models are available including two-equation k-ε model, re-normalized
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Fig. 1. Empty and fully cells water fraction (F).

Fig. 3. Hump geometry and dimensions.
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group (RNG) model, two-equation, k-w model and one-equation turbu-
lent energy model [15–17]. However, k-ε and (RNG) models are the most
advanced equations commonly used for fluid engineering [18–20]. Most
previous studies employed the use of experimental methods and some
time with simplified theoretical expressions to validate problems in
crested weirs. However, developing a properly validated model using a
numerical technique can be highly applicable in studying and charac-
terizing fluid properties and can minimize the frequent use of expensive
and time-consuming experimental methods. This study, therefore,
analyzed the flow characteristics through sharp-crested rectangular weir
of dimension 50 cm � 30 cm � 7 cm using laboratory experiments and
validated numerically using Flow-3D.

Theory and governing equations

Recently, numerical solutions have become a means of solving
complicated problems that are difficult or expensive to achieve in the
laboratory. In this study, the commercial CFD software, Flow 3D which
applies the fluid equations of motion to solve the non-linear, transient,
second-order differential equations to describe the motion of the fluid
was used. The governing equations involved include the continuity
Equations (1) and (2) and Reynolds-averaged Navier-Stokes Equations
(3)–(6) [21].

∂ρ
∂t þΔ:ðρvÞ ¼ 0 (1)

where,
Fig. 2. Flow over hump during lab experiment.
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Δ:ðρvÞ¼ ∂ρu
∂x þ ∂ρv

∂y þ ∂ρw
∂z (2)
where ρ is the density, t is the time and x, v and w are the velocity of flow
in x, y and z directions.

ρ
Dv
Dt

¼ ρg� ΔPþ μΔ2:v (3)

Navier-Stokes equation can be expended into three equations to
describe the flow motion in three coordinate system as in Equations
(4)–(6).

ρ
Du
Dt

¼ ρgx � ∂p
∂xþ μ

�
∂2u
∂x2

�
þ ∂2u
∂y2 þ

∂2u
∂z2 (4)

ρ
Dv
Dt

¼ ρgy � ∂p
∂yþ μ

�
∂2v
∂x2

�
þ ∂2v
∂y2 þ

∂2v
∂z2 (5)

ρ
Dw
Dt

¼ ρgz � ∂p
∂zþ μ

�
∂2w
∂x2

�
þ ∂2w

∂y2 þ ∂2w
∂z2 (6)

In Flow-3D each cell in the fluid domain has water volume fraction (F)
ranging between 0 and 1. Where 1 represents cells that are fully occupied
with water, while 0 represents cells that fully occupied with air. Values
between 1 and 0 represent free surface between air andwater as shown in
Fig. 3. Flow-3D defines the free surface elevation by using the volume of
fluid (VOF) function in Equation (7).

∂F
∂t þ

1
VF

�
∂
∂x ðFAxuÞþR

∂
∂y

�
FAyv

�þ ∂
∂z ðFAzwÞþ ε

FAxu
x

�
¼FDIF þ FSOR (7)

where VF is Volume of fluid fraction, F is the volume flow function, FSOR
is the source function, Ax; Ay; Az represent the fractional areas, u, v and
Table 1
Different experimental combinations.

Test Q (m3/h) So vin (m/s) din (cm)

1 30 0.00 0.23 12.45
2 51.3 0.006 0.36 14.2
3 75.3 0.006 0.47 16.25
4 31 0.01 0.28 11.5



Fig. 4. Meshing and geometry after applying FAVOR solver of inside Flow-3D.

Fig. 5. Boundary conditions setting.
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w are velocity components in x, y and z directions.

Materials and methods

A. Laboratory tests

Experiments were conducted in the hydraulic laboratory of Universiti
Teknologi PETRONAS, Malaysia. A rectangular flume of 30 cm width 60
m height and 1000 cm length was used as shown in Fig. 1. A small hump
with dimensions shown in Fig. 2 was placed and fixed inside the flume.

Also, water was supplied into the flume through a water pipe con-
nected with storage tanks located underneath the flume. To reduce the
flow turbulence at the entrance, some baffles were placed at the inlet
(upstream) of the flume. During the experiments, point gauge was used to
measure the water depths and flow meter (SEBA Hydrometer) was used
to measure flow velocity at different locations, upstream and
Table 2
Mesh independency study.

Trail Mesh size (cm) Velocity (cm/s) Cells number

1 1 113.7884 240,000
2 0.75 114.4713 563,640
3 0.5 115.0521 1,920,000
4 0.25 115.0473 15,360,000

3

downstream of the hump. Four cases of experiments with different flow
discharges Q and bed slopes So were carried out as shown in Table 1.

The current meter used for velocity measurements recorded the
number of rotations (p) for 30 s and the number of propeller rotation per
second (n) was calculated using n ¼ p/30. The velocities were computed
using Equations (8) and (9) below:

v ¼ 0.00123 þ 0.2473(n) if 0.00 < n < 1.74 (8)

v ¼ �0.0042 þ 0.2568(n) if 1.74 < n < 10 (9)

Where v is the flow velocity (m/s) and n is the propeller rotation per
second.

B. Numerical setup

In this study, the CFD commercialized code (Flow-3D) was used for
numerical simulations. The software used the finite volume method
(FVM) to solve mass, continuity and momentum conservation equations.
Two phases (one fluid) with free surface flow was chosen and steady-
state conditions of total mass, the average mean kinetic energy, the
average mean turbulent energy and average mean turbulent dissipation
with threshold variation of 1% were selected at the additional finishing
time conditions.

3D Reynold Average Navier Stokes (RANS) equations were selected to
solve turbulent flow. The fractional area volume obstacle representation



Fig. 6. Water flow profile (experimental results).

Fig. 7. Numerical vs experimental water profile case 1. Fig. 9. Numerical vs experimental water profile case 3.
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(FAVOR) method was used to define the effects of the meshing on the
geometry. Hexahedral mesh blocks were defined for the simulations and
the total number of mesh blocks were 1,920,000 cells. Fig. 4 shows the
mesh and the geometry after applying FAVOR solver. The boundary con-
ditions were defined with upstream inlet defined using flow velocity and
flow depth, while downstream was defined as an outlet with 0 pressure.
Also, channel bed and sides were defined as walls and the top surface as a
free surface with 0 pressure and 0 fluid fractions as shown in Fig. 5.
Fig. 8. Numerical vs experimental water profile case 2.

4

4 history probes were located along the channel, 2 probes placed
before the hump and the rest placed after the hump. These probes recorded
hydraulic data including flow velocity, flow depth, Reynold's number, etc.
Four cases were simulated with different flow discharges and bed slopes
with an average simulation time of 6 h each. Mesh independency study has
been conducted to find the accurate and suitable mesh size for this case.
Depth average velocity veritable in case 1 at probe number 4 was selected
to find the difference values at different mesh size as shown in Table 2.
Fig. 10. Numerical vs experimental water profile case 4.



Table 3
Experimental and numerical depth average velocity variation for all cases.

Case 1 2 3 4

Location US DS US DS US DS US DS

Numerical results 23.6 114 34.3 142 44.4 146 24.5 138
Experimental
results

23.5 125 35 151 46.7 169 26.5 143

Table 4
Experimental and numerical froud's number variation for all cases.

Case 1 2 3 4

Location US DS US DS US DS US DS

Numerical results 0.21 2.35 0.29 2.4 0.36 2.1 0.23 3
Experimental
results

0.21 2.6 0.3 2.6 0.4 2.25 0.24 3.05

Fig. 11. a- Flow velocity variation contour b- Frauds number variation co

Fig. 12. 3-D flow velocity distri
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From Table 2 it can be noticed that the difference between trail
number 3 and 4 in terms of velocity readings is not big, but in term of
cells total number of cells is clear. This huge increasement in cells
number required more time for execution. So, trail number 3 was
selected to be the best mesh size for all cases during numerical
simulation.

Results and discussion

In this study, the flow characteristics over a sharp-crested rectan-
gular hump were analyzed using laboratory data and validated with
numerical results. Fig. 6 show the water depth variation from upstream
to downstream under four (4) cases of discharge variations (30, 51.3,
75.3 and 31 m3/h) and under the influence of three slopes of 0, 0.006
and 0.01. From the graphs, it can be observed that the water depth
increase with an increase in discharge. The highest discharge stood at a
depth of about 16.5 cm at the upstream and about 5.8 cm at the
downstream. Negligible influence can be observed from the slope on the
flow depth variations. The increase in the water depth was as a result of
the presence of the hump which alters the flow pattern and hydraulic
ntour c- Flow depth variation contour d- Pressure variation contour.

bution and probes location.



Fig. 13. Upstream and downstream Froud's number variation.

Fig. 14. Upstream and downstream depth average velocity variation.

Fig. 15. Upstream and downstream flow depth variation.
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characteristics. The smallest discharge (30 m3/h) can be observed to
have the least water depth.

A. Validation of experimental results with numerical
6

In order to access the accuracy of the Flow 3D software, the compare
between the numerical and experimental results, water surface profiles
for all tested cases were extracted from the numerical simulation and
plotted as shown in Figs. 7–10. From the graphs, a strong agreement can
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be observed between the numerical and the experimental results as the
variations fall between 4% and 5%. This variation is similar to the one in
the study of [22] who observed variation between 1 and 3.5%.

Further, depth average velocity and Froud's number variables were
extracted from the numerical simulation and compared with experiments
results as shown in Tables 3 and 4. Good agreement between both results
can be noticed at upstream (US) and downstream (DS) location.

B. Visualization of Flow Contours

In order to understand the physics of the velocity, Froude number,
Flow depth and pressure variations in the flow with a hump, the contour
plots were shown in Fig. 11. Fig. 11a show the variation of the flow
velocity from upstream to downstream. It can be clearly observed that
the flow has higher velocity at downstream than at the upstream this is
because of the effect of the hump that generated more head pressure at
the upstream side and less at the downstream side as shown in Fig. 11d.
In addition, Fig. 11b shows the Froude's number variations from sub-
critical to super-critical stage at the downstream with the highest value
at the top of the right end of the hump. This is due to the geometry of the
hump and nature of the transition points. Fig. 11c shows the flow depth
variation between upstream and downstream of the hump. Further, a
clearer 3D view of the flow velocity can be observed in Fig. 12 with the
highest velocity at the downstream and lowest at the upstream because of
the higher pressure created by the presence of the hump.

In addition, from the numerical results obtained using Flow 3D, the
upstream and downstream variations in three parameters including
Froude's number, flow velocity, and flow depth are as shown in
Figs. 13–14 for all the four cases of discharges. From the figures, it can
generally be observed that the flow at the upstream is sub-critical in
nature with Froude's number values less than 1.0 while at the down-
stream the flows are supercritical with Froude's number values greater
than 1.0 as in Fig. 13. Moreover, Flow velocity was found to generally
increase as the flow moves from upstream to downstream in all the four
cases as in Fig. 14. On the other hand, the flow depth was found to
decrease from upstream to downstream for all the cases this is evident in
Fig. 15.

Conclusions

This study modelled the flow characteristics over sharp crested
triangular hump using numerical simulation and validated with experi-
mental results. From the results and discussions, the following conclu-
sions are drawn: Flow 3D software modelled flow characteristics through
triangular humpwith a greater degree of performance and accuracy. This
is because strong agreement between the numerical and the experimental
results was observed with minimum variations ranging between 4% and
5%. In terms of flow properties, it can be observed that the flows were
sub-critical and supercritical in nature at the upstream and downstream
respectively. This is ascribed to the presence of the hump along the flow
path and can be highly applicable in the design of hydraulic structures
especially in channel stabilization. In addition, flow velocities were
found to generally increase as the flow moves from upstream to down-
stream in all the four cases (as seen in 2D and 3D views), while flow
depths were found to decrease from upstream to downstream for all the
cases. Overall, Flow 3D can be recommended as a useful tool to predict
the behavior of weirs in discharge measurements, upstream and down-
stream flow stabilization. Moreover, performing similar modelling with
7

other turbulence models within the Flow 3D can be considered a strong
scientific contribution to the field and is, therefore, highly recommended
for future studies.
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