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Three-quarters of our current electricity usage and transport methods are derived from
fossil fuels, and yet within two centuries these resources will dry up. Energy Economics
covers the role of each fossil and renewable energy source in today’s world, providing
the information and tools that will enable students to understand the finite nature of fossil
fuels and the alternative solutions that are available.

This textbook provides detailed examinations of key energy sources—both fossil fuels
and renewables including oil, coal, solar, and wind power—and summarizes how the
current economics of energy evolved. Subsequent chapters explore issues around policy,
technology, and the possible future for each type of energy. In addition to this, readers
are introduced to controversial topics including fracking and global warming in dedicated
chapters on climate change and sustainability.

Each chapter concludes with a series of tasks, providing example problems and projects
in order to further explore the proposed issues. An accompanying Companion Website
contains extensive additional material on the history of the major types of fuel as well as
technical material relating to oil exploration, the development of solar power, and historical
environmental legislation.

This textbook is an essential text for those who study energy economics, resource
economics, or energy policy.

Roy L. Nersesian is Professor at the Department of Management and Decision Sciences,
Monmouth University, USA.



This page intentionally left blank



Energy Economics
Markets, History and Policy

Roy L. Nersesian

£} Routledge

E Taylor & Francis Group

LONDON AND NEW YORK



First published 2016
by Routledge
2 Park Square, Milton Park, Abingdon, Oxon OX14 4RN

and by Routledge
711 Third Avenue, New York, NY 10017

Routledge is an imprint of the Taylor & Francis Group, an informa business
© 2016 Roy L. Nersesian

The right of Roy L. Nersesian to be identified as author of this work has been
asserted in accordance with the Copyright, Designs and Patents Act 1988.

All rights reserved. No part of this book may be reprinted or reproduced or
utilised in any form or by any electronic, mechanical, or other means, now
known or hereafter invented, including photocopying and recording, or in any
information storage or retrieval system, without permission in writing from the

publishers.

Trademark notice: Product or corporate names may be trademarks or registered
trademarks, and are used only for identification and explanation without intent
to infringe.

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging in Publication Data
Catalog record for this book has been requested

ISBN: 978-1-138-85837-4 (hbk)
ISBN: 978-1-315-71806-4 (ebk)

Typeset in Bembo
by Book Now Ltd, London



To Friends of the Family
Taffy, Daisy, Rue, Heather, Ginger, Quincy, Marco, Maya, and Copper



This page intentionally left blank



Contents

List of Figures xiil
List of Tables xvil
List of Online Material XIx
Preface xxiii
1 Energy Economics and Policy 1

What Is Energy? 1
Energy and Economics 2
Energy and the Environment 3

Air Pollution 4
Energy and Policy 5
Measuring Energy 7

The Problem Is the Size of the Problem 8
Forecasting Energy Demand 14

Short Cut for Projecting Energy Demand 17
A Model to Project Total Energy Demand 26
Problems and Projects 27
Notes 29

2 Electricity and Utility Industry 32
Electricity Is Derived Energy 33
System Operation 34
Methods of Rate Regulation 37
Operating Models in an Era of Deregulation/Liberalization 42
Smart Meters/Smart Grids 49
Utility Pools 51
It Takes Energy to Make Energy 54
Projects and Problems 57
Notes 70

3 Biomass 72
Yesterday’s Fuel 72
Today’s Fuel 73



viii  Contents

Around the World with Biomass 74
Biomass for Electricity Generation 76
Not All Favor Biomass for Electricity 77
Biomass Fuels for Electricity Generation 78
Biogas 84
Disposal of Biowaste 86
Tapping Biomass for Electricity Generation 88
Biofuels 89
History of Ethanol as a Motor Vehicle Fuel 93
Brazil—The Great Leap Forward for Biofuels 95
The US—The Great Leap Forward for Corn Growers 102
The Great Sugar—Corn Debate 103
Other Developments in the World of Ethanol 112
Cellulosic Ethanol 114
Biodiesel 116
Palm Oil as a Biodiesel Feedstock 119
Other Biodiesel Feedstocks 123
Biodiesel Development 131
Biodiesel Prospects 134
Biofuel Risks 135
Projects and Problems 138
Notes 144

4 Coal 150
Types of Coal 154
Coal Mining 156
Coal in the Twenty-First Century 159
Coal Reserves 161
Coal Prices 163
Case against Coal 164
Clean Coal Technologies 165
Coal Gasification 166
Carbon Capture 168
Ash Disposal 170
Eliminating Coal Not So Easy 170
Problems and Project 172
Notes 176

5 The Story of Big Oil 179
History of Oil 180
Early Attempts at Oil Price Controls 180
Enter Saudi Arabia and Kuwait 182
Exit the Key Players 182
Development of Saudi Arabia’s Oil Fields 184



Contents 11X

Shoes Begin to Fall 185
Birth of OPEC 187
1973 Oil Crisis 189
First Occasion for High Oil Prices 194
Era of Moderate Oil Prices 200
Second Occasion for High Oil Prices 201
Geopolitical Risks 214
Oil and Diplomacy 217
Oil and Environmentalists 218
Role of Oil Companies after the Oil Crisis 220
A Changing World 222
Future Role of Oil Companies 224
Projects and Problems 226
Notes 232

Oil 235
Oil Reserves 235
Is Hubbert’s Peak Oil Dead? 238
Oil Consumption and Production 244
Oil Trade Patterns 247
Changing Nature of US Oil Imports and Middle East Exports 251
Oil Shale—Game Changer 253
Synthetic Crude 257
Bitumen 258
Shale Oil 265
Challenge of Oil: The Automobile 266
Automobile Population 268
Fuel Savings with Piggybacking 278
Internalizing an Externality 279
Problems and Project 281
Notes 297

Natural Gas 302
Background 302

Road to Deregulation 304

European Road to Liberalization 309
From Source to Consumer 311

Natural Gas as a Fuel 314

Natural Gas in the US 316

Natural Gas in Europe 318

Facing the Geopolitical Risk of Natural Gas 319

Natural Gas in Asia 324

Natural Gas in the Rest of the World 325
Transforming Natural Gas to Electricity 326



X

Contents

Carbon Emissions of Natural Gas 328
Selection Procedure for Electricity Generating Plants 329
Fracking 333
Horizontal Drilling 335
Case against Fracking 338
LPG: Prelude to LNG 341
Western Way of Conducting Business 343
Japanese Way of Organizing Business 344
Evolution of the International LPG Business 345
International Natural Gas Pipeline Trade 347
Natural Gas Reserves 347
International Trade of Liquefied Natural Gas 348
Historical Development of LNG 349
LNG Projects 350
Commodization of LNG 356
LNG Carriers 358
LNG Pricing 362
Outlook for LNG Projects 363
Natural Gas as a Transportation Fuel 364
LNG as a Ship’s Fuel 364
LNG/CNG as a Railroad Locomotive Fuel 366
LNG/CNG as a Truck Fuel 367
CNG as an Automobile Fuel 368
Transformational Technologies 369
Gas to Liquids (GTL) Technology 370
Sweetening Sour Gas 371
Methane from Coal Beds 372
Methane Hydrates 373
Problems 375
Notes 380

Nuclear and Hydropower 388
Promise of Nuclear Power 388
Contribution of Nuclear Power to Satisfying Energy 389
Subsidizing Nuclear Power Plants 393
Comparing Nuclear with Coal 395
Uranium 396
Weapons Proliferation 398
Disposal of Spent Fuel 399
Commercial Reactors 401
Fast Neutron and Fast Breeder Reactor 402
European Pressurized (Evolutionary Power) Reactor 403
Pebble Bed Reactor 404
Other Advanced Reactor Designs 407



10

Fusion Power 410

Hydropower 412
History 412

Birth of the Environmental Movement 415

Hydropower: Today and Tomorrow 415
Major Dams 418

Dams Affect International Relations 421
Turkey versus Iraq 421
Egypt versus Nile River Riparian Nations 422
Indus River 423
Hydropower for Peace 424

Problems and Project 425

Notes 429

Solar and Wind Power and Their Storage
Solar Power 436
PV Solar Energy 437
Supports for Solar Power 445
Economics of Solar Power 449
Wind Power 452
From Tiny Acorns to Mighty Oaks 452
Small Can Be Beautiful 464
Objections to Wind Power 465
Evaluating a Potential Site 467
Financial Incentives 467
Source of Employment 468
Electricity Storage 469
Non-Flow or Solid State Batteries 470
Flow Batteries 473
Gravity Batteries 475
Compressed Air Energy Storage 476
Flywheels 477
Hydrogen 477
Problems and Projects 480
Notes 485

Hydrogen Economy, Geothermal and Ocean Power,
and Climate Change
Hydrogen Economy 495
Hydrogen as a Motor Vehicle Fuel 496
Hydrogen Economy Tomorrow 498
Geothermal Power 500
Geothermal Power for Heating 500
Geothermal Power for Electricity 501

Contents

X1

436

495



xii  Contents

Enhanced Geothermal System (EGS) 504

Climate Change 506
Climate Dating 507
How Long Has Man Been Influencing Climate? 509
Carbon Dioxide and Temperature over Geologic Time 510
Climate Changes during Recorded History 512
‘Whither Thou Goest Climate? 516

Problems and Projects 531

Notes 534

11 Environment and Energy Sustainability 542
Environment 543
Cap-and-Trade Emissions Trading 545
Montreal Protocol 547
Kyoto Protocol 548
Efficiency and Conservation 556
Sustainable Energy 557
Native American View of Sustainability 557
Founding Fathers View on Financial Sustainability 558
Easter Island 558
We Need to Identify the Relevant Goal 562
Population 563
Towards an Energy Sustainable Society 566
Biofuels 566
Coal 568
Oil 569
Natural Gas 573
Nuclear Power 574
Hydro Power 575
Solar Power 576
Wind Power 578
Geothermal Power 584
Tidal and Wave Power 584
Efficiency and Conservation 584
Utility Adaptation 585
Summary of Disruptive Challenges Facing the Utility Industry 591
Technology Developments 593
Taxing Carbon 594
The Essential Problem Is the Magnitude of the Problem 596
There Is Always an Alternative 596
Problems 598
Notes 600

Index 608



Figures

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8

1.9
1.10
1.11
1.12
1.13

21

2.2

2.3

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

5.1

5.2

Replacing Traditional Energy Sources with Renewables
Growth of Major Sources of Energy

Cumulative Distribution of Major Sources of Energy
Percentage Distribution of Global Energy Consumption
Comparative Percentage Reliance on Energy for China and the US
Estimated US Energy Use in 2014: ~98.3 quads

‘World Population

Actual and Projected Annual Growth Rates and Increments to
Population

Per Capita Energy Consumption

Per Capita Economic Activity Before 1800

Per Capita Economic Activity Post-1800

Per Capita Economic Activity in Constant GK$§

Global Energy Demand Projection

2012 World Energy Consumption

Growth in World Electricity Demand

Leading Nations’ Share of Electricity Generation (2014)
Global Ethanol Production

201572016 Estimated Sugar Production and Exports

Cost of Sugar Production

Oil Consumption in Brazil

Energy Output/Fossil Fuel Input

The US Renewable Fuels Standard (RFS-2) in Billion Gallons
Biodiesel Output by Plant Type in Gallons per Acre
Biorefinery Spread of Diesel Oil Less Palm Oil

Global Coal Consumption and Percentage Share

Percent Share of World Coal Consumption by Nation (2014)
Nations Most Dependent on Coal to Satisty Energy Needs (2014)
Percent Share of Electricity Generation Supplied by Coal
Levelized Cost of Electricity in Germany in Euros per kWh
World’s Leading Producers and Consumers of Coal

Known Coal Reserves and R/P Ratio

US Dollars Per Ton Oil, Natural Gas, and Coal Prices
Growth in World Oil Consumption and OPEC Production
US Oil Consumption, Production, and Imports

10
10
11
12
13
18

21
22
24
25
26
27
54
55
57
90
95
96
98
102
110
120
122
151
151
152
153
155
160
162
163
190
191



xiv  Figures

5.3
5.4
55
5.6

5.7
5.8

5.9
6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9
6.10
6.11
6.12
6.13
6.14
6.15
6.16
7.1
7.2
7.3
7.4
7.5
7.6
7.7
7.8
7.9
7.10
7.11
7.12
8.1
8.2
8.3
8.4
8.5
8.6
8.7
8.8
8.9
9.1

History of Crude Oil Prices

Middle East Production versus Consumption

Saudi Arabia Oil Production, Exports, and Consumption 19651990
Per Capita GDP for Japan, Saudi Arabia, and Venezuela from
1972 to 2013

Incremental Cost versus Cumulative Oil Production

Cost Factors for Average $4.05 per Gallon of Regular Gasoline in
2012 in California

Average Annual Price of Gasoline, Europe versus the US
Number of Giant Oil Field Discoveries

Distribution of the World’s Proven Oil Reserves

Estimated Breakeven of Brent Crude $/Bbl for 2014 Government Budgets
Annual Growth Rate in Oil Consumption

Major Oil Consuming Nations over 2 MmBpd

Major Oil Producing Nations

Top Contenders for First Place among Oil Producing Nations
Sources to Satisty US Oil Demand

Middle East Oil Exports

Turning Points in US Oil and Natural Gas Production

Oil Shale versus Conventional Crude Oil Reserves

‘World Automobile Population and Percent of US Registered
Production of Automobiles between 2000 and 2011

Motor Vehicles per 1,000 People between 2000 and 2011
Annual Miles Driven Per US Vehicle

Average Miles Per Gallon of US Motor Vehicles

US Average Annual Consumer Electricity Rate

Percent Distribution of Natural Gas Consumption by Region
Average 5-Year Natural Gas Growth by Region

US Projected 2020 Consumption of Natural Gas

US Projected Consumption of Natural Gas

Europe’s Dependency on Russian Gas by Nation

Screening Curve for the 70 mW Combustion Turbine

$/mWh Output

Conventional Gas Reserves and Shale Gas Resources

Global Shale Gas Resources

Number of Liquefaction Facilities and Combined Capacity
Completed Loaded LNG Voyages (2013)

Growth in Nuclear Power in Terms of Displaced Fossil Fuels
Percentage of Electricity Generated by Nuclear Power

Nuclear Generated Electricity by Nations

Reactors Operating, Under Construction, Planned, and Proposed (2015)
Sharing of Electricity Subsidies among Energy Sources (2013)
Annual Subsidy Cost Expressed as Cents/kWh of Output (2013)
Share of Uranium Produced by Nations (2014)

Historic Growth in Hydropower

World’s Largest Hydropower Producers

Historical Development of Solar Power

195
198
199

209
211

223
224
240
241
243
245
246
247
247
252
252
253
255
268
269
269
270
271
310
315
315
316
318
321
332
332
337
337
355
360
389
390
391
391
394
395
396
416
417
442



9.2
9.3
9.4
9.5
9.6
9.7
9.8
9.9
9.10
9.11
9.12
9.13
9.14
10.1
10.2
10.3
10.4
10.5
10.6
10.7
10.8
10.9
10.10
10.11
111
11.2
11.3
11.4
11.5
11.6

Installed Solar PV Power

Required $/kWh versus $/W Installed Cost

Energy Source for New US Power Plants in 2013
Europe: Annual Additions to Installed Offshore Wind Capacity
2012 Ofshore Installed Wind Turbines

2014 Global Installed Wind Power

2014 Wind Power Capacity by Nation

Annual Market Forecast by Region 2013-2018
Projected Growth of Wind Power

US States with More Than 2 gW Installed Wind Power (2015)
China: Annual Installed and Cumulative Wind Power
Wind Power Capacity in Provinces of China

Annual Additions to US Wind Power Capacity

The Capacity and Number of Sites of World Geothermal Plants
CO, and Temperatures 18802014

Temperature Trend 1880-1918

Temperature Trend 1919-1943

Temperature Trend 1944-1965

Temperature Trend 1944-1976

Temperature Trend 1966—1997

Temperature Trend 1998-2014

Heating Degree Days for Chicago

Cooling Degree Days for Chicago

Frequency of Major Atlantic Basin Hurricanes

Share of Global Carbon Dioxide Emissions (2014)
Mathematics of Resource Exhaustion

Wild Fish and Aquaculture Production

Population and Annual Per Capita Energy Consumption
Displacement of Fossil Fueled Units by R enewables
Penetration of Renewables for Various Percentages of
New Capacity Additions

Figures

XV

443
450
452
457
457
459
460
461
461
462
463
464
468
503
516
517
518
518
519
519
520
524
525
526
549
560
561
564
581

582



This page intentionally left blank



Tables

11
5.1
6.1
6.2
6.3
6.4
6.5
7.1
7.2
7.3

7.4
7.5
8.1
9.1
9.2
9.3
10.1
10.2
111

11.2

Distribution of Energy Sources for Japan

Shareholders’ Ownership Percentage

Write-Up of OPEC Reserves

World’s Largest Oil Fields

Net Export/Import Status of World’s Major Regions in 2014
Energy Content of Motor Vehicle Fuels

Alternative Fuel Vehicle Population and Number of Service Stations
Emissions in Pounds per Billion Btu of Energy Generated
Carbon Dioxide Emissions

Annual Carbon Dioxide Emissions from a 1 Gigawatt Generating
Plant

Principal Plant Characteristics and Costs

World LPG Carrier Fleet

World’s Largest Dams in Electricity Generating Capacity
Economic Analysis of Actual Solar System

World’s Largest Wind Turbine Manufacturers

Performance of Storage Technologies

CO,/Temperature Relationship by Geologic Age

Calculating Anthropomorphic Global Release of Carbon Dioxide
Global Warming Potential and Atmospheric Lifetime of
Greenhouse Gases

Ranking of Costs and Risks for Types of Electricity Generating Plants

188
237
239
248
275
275
303
328

329
331
346
419
445
453
477
510
529

548
587



This page intentionally left blank



Online Material

Please visit the Companion Website at www.routledge.com/cw/nersesian for the
following additional sections.

Chapter 2
Early History of Electricity

Generating Electricity Commercially
When Demand Exceeds Supply

Real Lesson of California

Chapter 3
The Role of Charcoal and Wood Pellets
Biomass in Home Heating
Two Processes for Making Ethanol
Proposed Solutions
Traditional Means of Making Cellulosic Ethanol

Chapter 4

First Energy Crisis

Origin and History of Coal
Coal and the Industrial Revolution
Rise and Fall of King Coal

Chapter 5
History of Lighting
History of Oil
Enter John D. Rockefeller
Enter Marcus Samuel
Enter British Petroleum
Emergence of Oil as a Strategically Vital Commodity
Opening Up the Middle East


http://www.routledge.com/cw/nersesian

xx  Online Material

Chapter 6
Earth as an Oil Manufacturer
Formation of Oil
Biotic Theory of Origin
Abiotic Theory of Origin
Oil Exploration and Production
Drilling Rights
Drilling Operations
Offshore Exploration Rigs
Offshore Production Rigs
Decision to Drill a Production Well
Getting Oil to a Refinery
Refining

Chapter 7
History of Coal Gas
History of Natural Gas
Battle over Lighting
Long Distance Transmission
Federal Regulation
War Years
Last Stop before Total Regulation

Chapter 8
Nuclear Incidents and Accidents
Three Mile Island Incident
Chernobyl Nuclear Accident
Fukushima Daiichi Accident
Disposal of Spent Fuel
Birth of the Environmental Movement
Saga of the Hoover and Glen Canyon Dams
Saga of Aswan High Dam

Chapter 9
Solar Power
Historical Development of Thermal Solar Power
Thermal Solar Energy for Heating Water
Thermal Solar Energy for Generating Electricity
Wind Power
Historical Development
Government Involvement in Developing Wind Turbines



Online Material

Chapter 10
Hydrogen Economy
Historical Background
Hydrogen Today
Ocean Power
Tidal Power
Wave Power

Chapter 11
Environment
US Clean Air Acts
Cross-State Air Pollution Rule
Climate Change Conferences
Sulfur in Diesel Fuel
Efficiency and Conservation
Energy Star Program
Light Emitting Diodes and Compact Fluorescent Light Bulbs
US Green Building Council/LEED
Sustainable Energy
Energy Returned on Energy Invested (ER OEI)

Online Figures

Figure CW7.1  US Residential Consumers, Cost of Natural Gas

Figure CW7.2 Consumption versus Waste of Natural Gas

Figure CW9.1  Solar Thermal Capacity

Figure CW9.2  Historical Development Solar Thermal Electricity Capacity
Figure CW11.1 EROEI Values for Various Types of Energy

Figure CW11.2 Rise of Energy Input to Sustain Growing Energy Output

Online Tables

Table CW6.1  Historical Development of Refining Processes
Table CW8.1  Examples of Radioactivity in Bq
Table CW8.2  Likely Effects of Whole-body Radiation Doses

Xx1



This page intentionally left blank



Preface

Many of life’s greater expectations remain unfulfilled, but on a more mundane level our
lives are ones of fulfilled expectations. We expect the radio alarm will awaken us in the
morning, there will be light when we turn on the light switch, water will flow when we
turn on a faucet, food in the refrigerator will still be cold, and burner on the stove will
fry an egg. We expect a newspaper at our front doorstep and something to look at if we
turn on the television. If we commute, we expect the bus or train will be running, or the
car will run and the gas station will be open for fueling. In our office, we expect the mail
will be delivered, the computer boots up when we turn it on, our e-mail has received all
messages that had been sent to us, and there 1s a dial tone when we pick up the telephone
(or iPhone). There is an endless list of fulfilled expectations necessary for our modern
way of life to continue for another day.

All this depends on energy: electricity for the lights, refrigerator, computer, and
communications; natural gas or electricity for the stove; gasoline or diesel fuel for the
car, bus, and train; jet fuel for the airplane; heating oil or natural gas to heat a home or
a building. Electricity itself is derived for the most part from burning coal and natural
gas and, to a lesser extent, from nuclear and hydropower. A rather small but rapidly
growing contribution is made from alternative sources such as wind, solar, and biofuels,
with a smaller contribution from geothermal and other forms of renewables. Of these,
biofuels and wind have made the most progress in becoming a meaningful alternative
supply of energy followed by rapidly expanding solar. Yet while progress in certain
nations is 20 percent renewables or more, overall renewables (solar, wind, biofuels) only
satisfy 2.5 percent of global energy consumption. Pretty small contribution when one
considers how many pages of this book are dedicated to renewables. The bulk of energy
demand for electricity generation is and will continue to be fulfilled by conventional
means (fossil fuels, hydro, nuclear). The problem is that fossil fuels are finite with per-
haps a century or so at best left—then the lights go out. The main thrust of this book
is concerned with the transition from fossil fuels to renewables (nuclear, hydro, wind,
solar, geothermal, wave, and tides). We have time to make this transition, but we are
also running out of time. When one thinks about it, the ultimate solution to climate
change is to exhaust our fossil fuel resources!

This book examines the role of the principal sources of energy both in the aggregate
and by specific types (biomass, coal, oil, natural gas, nuclear and hydro, wind and solar,
and other sustainable sources) for a balanced view on energy. Nations exhibit enormous
variance in energy consumption both in amount and the degree of reliance on differ-
ent types of energy. Moreover, their energy plans to satisfy future needs vary markedly.
Energy diversity on a national level is too great for the global community of nations to
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adopt a common policy approach to energy. The only international convention that bears
on energy is the Kyoto Protocol. However, one can argue that the Protocol is more envi-
ronmental in orientation in that its primary concern is reducing greenhouse gas emissions.
However, in complying with the Protocol, nations favor natural gas, nuclear and hydro,
and wind and solar over coal and oil.

Having divergent and perhaps mutually exclusive energy policies prevents integration
into a single, coherent, and consistent policy toward energy. The world will have to
live with a portfolio of energy policies that fit each nation, not one that applies globally.
‘While it may be possible to develop regional energy policies, such as the European Union
or North America, even here there is a great deal of diversity among individual nations
within Europe or provinces within Canada or states within the US on their dependence
to various types of energy and their aims in establishing energy policies.

This book is the third edition with the incorporation of economics. I felt that the
subject of energy economics was present in the second edition in verbal form, but in this
edition, problems and projects have been added that will be handy for this book to be a
classroom textbook. In addition to problems on energy economics, there are also spread-
sheet formulations. Some are adapted from my book Energy Risk Modeling written for a
course I taught at SIPA at Columbia University. Others provide the basis for particular
charts or assertions made in the text. For instructors’ access to problem and spreadsheet
solutions, please contact Customer Service.

The book, however, can be read by anyone interested in energy without having to get
involved with the problems at the end of each chapter. The book is written for those who
are in a particular facet of energy and desire to broaden their knowledge, or for those just
plainly interested in energy. I tried to present a balanced view without succumbing to the
temptation to tell one side of the story, though I show partiality from time to time. In pre-
paring to write the book, I discovered to my amazement divergence of opinion rather than
consensus on simple matters such as where oil comes from, relationship between global
warming and rising concentration of carbon dioxide in the atmosphere, and even whether
we are running out of oil and natural gas. There is a wide range of opinions on energy
issues. Some are far from settled and others are more like questions begging for answers.

My initial thought on writing essentially the third edition of a book working oft the
second edition was that while it would not be a “piece of cake,” it would be far less effort
than starting from scratch. I was stunned by the degree of effort which reflected how
much has changed in 6 years between the writing of the second edition and the submis-
sion of the third. I suppose that I should be grateful that the historical background did
not change, but little good that did. Energy is evolving, and evolving fast; the status quo
changes from day to day. The effort reflected these changes. In this regard, I would like
to thank Rob Howard, Chris Maier, and Mogens Petersen for their assistance.

Lastly I plan to make good a promise I made to my wife Maria that I will spend more
time with her and less on the computer, so she can no longer dub herself an “author’s
widow.” T have been cutting back on my activities as hints of aging make themselves
known in a subtle fashion such as looking in a mirror. Although I failed to keep my
promise to Maria in the past, I have no major project in mind to take the place of this
book. To pass my time, I intend to continue teaching at Monmouth University for
as long as I am physically (and mentally) able, much to the distress of my students. In
contemplating the possibility of an unintended consequence, Maria may not be terribly
happy over my wandering aimlessly about the house poking my nose into areas I have
ignored for a half-century of marriage. Maybe I had better think of another project!



1 Energy Economics and Policy

What Is Energy?

Believe it or not, there is no clear definition of energy. What we understand are the
various forms of energy. The most common is heat—we turn on a stove and a kettle of
water soon begins to boil. Then we pour the hot water into a cup with a tea bag and we
are enjoying a cup of hot tea. If asked “what 1s energy?” we would respond with “energy
made the water hot,” which is not a definition, but an observation. We watch a workman
with a jack hammer breaking up cement. We associate the result as an output of energy,
but broken cement is still not a definition.

There is potential energy such as a rock perched precariously on top of a cliff or a
rocket on a launch pad, where nothing happens until the rock is somehow nudged or the
launch key is pressed. Thus energy can be associated with nothing happening. When the
rock falls off the cliff, we witness gravitational energy; when the rocket is launched, it is
chemical energy. Electrical energy is at work whenever a switch is thrown to turn on an
electric appliance. Magnetic energy surrounding the earth diverts harmful solar radiation
from striking the planet. Radiant heat is felt by standing in front of a burning fireplace
in winter, which is transmitted mainly by conduction via heated air molecules colliding
with one another. The sun’s radiant heat is electromagnetic energy, but so too is a por-
tion of a burning fireplace as infrared radiation. Sun’s rays warm the earth, but can also
be transformed directly into electrical energy by solar panels. The unequal warming of
the earth by the sun creates weather patterns from which we extract wind, current, and
wave energy to generate electricity. Gravitational attraction between the moon and earth
provides tidal energy. The hydrologic cycle begins with the sun evaporating water that
condenses in clouds and eventually falls, nourishing the earth only to evaporate again to
complete the cycle. Some rainfall ends up in a reservoir as potential energy until trans-
formed to kinetic energy on its way to the generator turbines to be transformed again to
electromagnetic energy and then again to mechanical energy in a food grinder or heat
energy in a toaster. Energy associated with sound waves allows us to hear and that associ-
ated with light waves allows us to see. The nucleus of an atom contains energy which we
have unlocked via nuclear fission—for bombs to destroy mankind and reactors to serve
mankind (Chernobyl and Fukushima excepted). Freeing up energy in the atom origi-
nated with Einstein’s revelation through E = m¢ that mass and energy are equivalent. So
what is energy? Perhaps this question should be best left in the hands of the physicists,
who, by the way, do not have a clear definition.

Let us just leave the definition in limbo and simply note that energy can take many
forms and can be transformed from one form to another. A good example is a roller
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coaster ride where energy alternates between potential and kinetic energy. Mechanical
energy is first expended to move the roller coaster cars to the highest point of the ride that
is then potential energy when the cars are almost still. The cars whizzing down the first
leg of the ride transforms potential energy into kinetic energy, the energy in the move-
ment (momentum) of the speeding cars. Then kinetic energy is mostly transformed back
to potential energy as the cars slow as they approach the next peak, which is lower in
height and in potential energy than the first to compensate for energy losses, or increas-
ing entropy. Energy is repeatedly transformed between potential and kinetic energy on
a lose-lose basis until the end of the ride. This marks the point where the mechanical
energy to move the roller coaster cars to the highest peak has been dissipated in pushing
air away from the moving cars and in frictional heating of the wheels and track and in
the final stopping of the cars. Entropy is the downhill flow of energy from usefulness to
uselessness. The slight warming of the environment and movement of air surrounding the
roller coaster is the same as the mechanical energy expended in bringing the roller coaster
cars to the highest point of the track. While energy cannot be created or destroyed, the
final state of that energy expended to move the roller coaster cars to the initial peak has
been reduced to where it is no longer useful. The entropy of the system has increased.
These observations are contained in the three laws of thermodynamics:

—_

The first law states conservation of energy; energy cannot be created or destroyed.

2 The second law states that the entropy of any isolated system not in thermal equi-
librium increases until it is in thermal equilibrium (a cup of hot tea will cool to the
ambient temperature of a room).

3 The third law states that the entropy of a system approaches a constant value when

the temperature of a system approaches absolute zero.

The transformation of energy to move a roller coaster to the highest point is eventually
dissipated into a slight warming of the environment. This dissipated energy cannot be
collected and used again, but it has not been destroyed. The second law outlaws perpetual
motion machines. The second law can be applied when order disintegrates into disorder.
Suppose that a box is filled with layers of difterently colored marbles. Entropy increases
when the box is picked up and shook, destroying the ordered nature of the layers.

One day the entire universe will reach a state of constant entropy where energy is
evenly spread everywhere and can no longer be transferred from a higher to a lower
state. It will be a universe whose temperature everywhere will be close to absolute zero.
Modern theory of dark matter and dark energy and an accelerating universe suggests that
the very atoms in the universe and their sub-atomic components and space itself will be
eventually shredded into nothingness. On a brighter note, life can be considered reverse
entropy because life consumes a lower level of energy as food and transforms it to a higher
level of energy in the form of physical and mental activity. Ultimately though, life is
mortal and it’s back to increasing entropy!

Energy and Economics

Human societies before the Industrial Revolution were primarily agrarian, employing
80-90 percent of the people. Life for the common folk was oftentimes brutish, dirty, hard,
and, perhaps as a side benefit, mercifully short. For the ruling, merchant, landowning, and
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priestly classes, life was a bit different. Despite the plight of common folk, great empires
flourished. During their heydays, magnificent buildings and monuments, now in ruins,
were erected. These empires made remarkable progress in organizing society for internal
control and external expansion, establishing a legal foundation to guide human conduct
and 1in fostering arts and sciences. Empires rose and fell in Mesopotamia, Egypt, Persia,
Greece, Rome, and Mesoamerica. China is the only extant empire with a beginning
before the Common Era. These empires harnessed wind power for sailing vessels to move
cargos in domestic and international trade and, along with water power, ground grain.
But wind and water power contributed little in the grand scheme of things. From the
building of the pyramids to the Colossus of Rhodes, economic activity was constrained
by the limits of manual labor with a major assist from animals.

The precursor to the Industrial Revolution was development of the metal and glass
industries whose fuel demand leveled the forests of England. Moreover, trees were
needed to support a major expansion of the English fleet by Queen Elizabeth to com-
bat the Spanish Armada. The shortage of lumber, particularly fully mature trees for ship
masts, spurred the exploitation of newly discovered forested lands in North America. The
energy crisis for fueling the metal and glass making was eventually solved not by import-
ing wood from North America or Scandinavia but by the discovery of coal lying on the
surface near Newcastle—actually a rediscovery as coal was burned during Roman times.
Coal lying on the ground was gathered up, and when depleted, holes were dug into the
exposed coal seams; then tunneling, which when extended far enough became mines.
The downward tilt of the coal seams eventually put the miners below sea level, and flood-
ing threatened to terminate the birth of fossil fuels. The intellectual capital of England was
dedicated to solving this one problem since a return to wood was out of the question.
The invention of the Newcomen steam engine, which burned coal to produce steam to
operate a water pump, marks the beginning of the Industrial Revolution.

‘What differentiates our civilization compared to previous civilizations is our depend-
ence on energy and the marked improvement of the standard of living of not just the
rich but the common folk. The standard of living of various peoples on this planet can
be directly related to their per capita energy consumption. It is no surprise that the
higher standard of living in the US compared to a subsistence existence endured by about
one-third of the world’s population can be seen by the difference in per capita energy
consumption. Indeed the war on poverty led by the United Nations Development
Programme has an objective, among others, to make electricity accessible to 1.4 billion
people not connected to an electricity grid and another billion with limited access to
unreliable electricity supplies. About three billion people rely on biomass to meet their
basic needs, a condition that can be improved by upgrading to fossil and renewable energy
sources. Universal access to electricity is considered transformational in the quality of life
for billions of people by lighting schools and health clinics and homes, pumping water for
irrigation and sanitation, and powering communications and light manufacturing.

Energy and the Environment

Pollution takes many forms—from the air we breathe to the water we drink, to the food we
eat, to the garbage dump down the street or dumped in the street. The more we con-
sume material goods, our judge of economic success, the greater the degree of pollution
plaguing the planet. Huge landfills or open, infested garbage dumps surround metropolitan
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centers. In some parts of the world, people are dying from eating fish and vegetables
and drinking water contaminated with dangerous levels of toxicity. According to the
Environmental Protection Agency, the average American produces 4.3 pounds of waste
per day, of which 54 percent ends up in landfills, 34 percent recycled or composted, and
12 percent burned at combustion facilities.! Waste is big business; so is reducing waste,
particularly in manufacturing goods, because waste detracts from profitability. Recycling
and converting waste to something useful over throwing it away is not only socially
responsible but a money maker by transforming a cost to a revenue stream. One of the
focuses of green manufacturing is the reduction of emissions. Cutting emissions can be
easily done by increasing fuel efficiency. General Electric’s advertising of green locomo-
tives and green jet engines is based on reduced emissions from greater fuel economy. But
greater fuel economy also cuts operating costs for railroads and airlines, increasing their
profitability. “Green” in General Electric’s products translates to “green” in the corporate
bottom line.

Air Pollution

The common air pollutants are ozone, particulate matter, carbon monoxide, nitrogen and
sulfur oxides, and lead. Other airborne pollutants include ground level ozone, aerosols
and propellants, asbestos, chlorofluorocarbons and hydrochlorofluorocarbons, mercury,
radiation and radon, and volatile organic compounds. Sources of air pollution are from
burning fossil fuels (coal, natural gas, and oil) and biomass for cooking and heating; burn-
ing crop residues and garbage including used tires and batteries; emissions from motor
vehicles, steel mills and metal smelters, pulp and paper mills, and chemical and cement
plants; insecticides, herbicides, dust from fertilizers, and other agricultural activities; and
mining operations. Much, but not all, pollution is associated with energy consumption.?

Greenhouse Gas Emissions

Greenhouse gas (GHG) emissions have been legally classified as pollutants. Some may
object, citing that the principal component of GHG emissions, carbon dioxide, is vital
for life. Without carbon dioxide, plants die and the planet becomes frigid because of the
role of carbon dioxide in retaining heat in the atmosphere. Both would decimate life
as we know it—thus carbon dioxide is not a pollutant in the same sense as sulfur and
nitrous oxides. Nevertheless, the concentration of carbon dioxide in the atmosphere
is increasing. It is estimated that one-third of anthropogenic (mankind-related) carbon
dioxide added to the atmosphere is not being absorbed by plants, earth, and oceans.
That one-third cumulative buildup in the earth’s atmosphere can account for the incre-
mental growth in the concentration of atmospheric carbon dioxide. Hence carbon
dioxide is deemed by governments, but not entirely by everybody, as being respon-
sible for global warming—mnow called climate change from growing awareness of the
significant divergence between earth’s temperature and the predicted output of global
warming models. Anthropogenic carbon dioxide emissions are 57 percent from burn-
ing fossil fuels, 17 percent from burning biomass and deforestation, and 3 percent from
other activities for a total of three-quarters of GHG emissions. Another 14 percent of
GHG emissions is methane, which is about 25 times more effective than carbon dioxide
as a heat retention gas. Anthropogenic methane sources are natural gas leaks from oil
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and gas operations and methane generated by agricultural and waste disposal activities
(natural gas also seeps “naturally” from the earth into the atmosphere). The remain-
ing 9 percent of GHG emissions is mainly nitrous oxides from agricultural activities.’
It 1s clear that energy consumption should include not just the economic benefit of our
well-being but also the environmental consequences on air we breathe, water we drink,
and food we eat.

Energy and Policy

Public policy guides governments in determining an objective in pursuit of the common
good of society. It is not for the common good of society to exhaust a principal energy
source in a very short period of time. The consequences threaten civilization itself. Public
policy provides the framework upon which laws and regulations are drafted to allocate
resources and guide behavior in pursuit of a social objective. The statement of purpose
of the Center of Global Energy Policy at the School of International and Public Affairs
at Columbia University is an example of defining the role of public policy with regard
to energy.*

In just a few years, the global hydrocarbon outlook has rapidly shifted from scar-
city to abundance as a result of new technologies... These changes have significant
economic, geopolitical, security, and environmental implications that demand inde-
pendent, balanced, data-driven analysis.

At the same time, the cost of clean energy technologies continues to fall, and there
are increasingly urgent calls...to take meaningful action to address climate change.
Energy policy makers must balance the economic, security, and geopolitical ben-
efits of increased oil and gas resources with the need to drive the development, cost
reduction, and deployment of emerging clean energy technologies and improve the
energy productivity of the economy.

The policy choices made in the coming years, both domestically and globally, will
be of profound importance in balancing these multiple objectives. Smart policies will
be key to meeting the defining challenge of the next generation—how to provide
billions more people with reliable, affordable, secure access to energy supplies that
enable more rapid rates of economic growth while sustaining the planet.

Any energy policy has an economic consequence. It is fortuitous when policy consid-
erations and economics line up together. US energy policy on coal fired power plants
is not to build new ones and phase out the oldest. The economics of electricity genera-
tion is that it is cheapest to build and fuel natural gas fired power plants. This assertion
assumes that there is an economic benefit from replacing old, energy inefficient, fully
amortized coal fired power plants with some years of remaining useful lives with new
energy efficient plants with higher capital costs but lower fuel costs. If this analysis shows
that there is an economic benefit in replacing old coal plants with new natural gas plants,
then economic and policy goals are mutually reinforcing. This, of course, is not always
the case. For instance, the fall in the price of coal from retiring US coal fired plants and
much more costly natural gas in Europe induced utilities in Germany and the UK to
switch from natural gas to coal. The added emissions by burning coal conflicts with the
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European energy policy to reduce carbon emissions. This is known as an unintended
consequence.

One problem with policy is that it may not be backed with economic analysis. And the
problem with economic analysis is that it may not include all cost factors. For instance,
the cost of environmental degradation from sulfur and nitrous oxide emissions along with
toxic metals such as mercury was at one time not included in the economics of building
a coal fired plant. These factors, referred to as externalities, were not taken into account
because a utility did not have to write a check on the environmental consequences of
its pollution emissions; that is, pollution did not affect profitability. Back then, environ-
mental externalities may not have been associated or even known for a coal plant—and
if known, difficult to quantify.

To address local pollution, coal fired plants in Ohio were built with high smokestacks
that removed the environmental consequences of particulate and sulfur oxide (SOx) and
nitrous oxide pollution on the local population. It took a while to realize that coal emis-
sions were being channeled by prevailing wind patterns to the Adirondack Mountains in
upper New York State and to New England, acidifying lakes and despoiling forests. This
externality was not included in the economic analysis for Ohio coal plants because it was
not even known. Even if known, it would be difficult to quantify the damage. However,
there was no point in analyzing a cost for which the utility did not have to write a check.
And what would be the amount of the check? What is the cost of an isolated Adirondack
lake becoming acidified, resulting in a fish kill when no one relies on fishing for a liveli-
hood? What is the cost of an isolated fisherman not catching as many fish as would have
been caught before acidification?

Public energy policy response to this situation was incorporated into the Clean Air Acts
where an economic incentive was provided by internalizing an externality; that is, put-
ting a value on SOx pollution. Coal utility operators had to reduce SOx pollution either
by reducing emissions or buying what essentially were rights to pollute, thus establishing
a quasi-cost that affected profitability. By reducing this quasi-cost, which was a real cost
determined by regulations sanctioned by law, profitability could be improved. This could
be done by installing scrubbers to remove SOx from smokestacks or buying low sulfur
coal, switching energy sources to wind or natural gas, and other means. While the energy
policy embodied in regulations to cut SOx stipulated the amount of reduction and tim-
ing, it left the choice of a proper course of action to the individual utility. Another way
for energy policy to induce burning less coal in favor of natural gas or renewables would
be the institution of a carbon tax that would make it economical to consider alternative
fuel sources over coal. A pseudo-cost based on a legal requirement affects the bottom line
just as any real cost such as the purchase of coal. Internalizing an externality is a strong
and effective means of swaying the behavior of those who make decisions primarily by
economic considerations.

An energy policy with regard to carbon emissions can be garnered from an analysis
of carbon emissions embodied in the 2013 International Energy Agency’s (IEA) special
report entitled Redrawing the Energy-Climate Map. In this report, a quantitative analysis was
performed to evaluate every nation’s contribution of anthropogenic GHGs to the global
atmosphere. The conclusion of this analysis was that China and the US were responsible
for two-thirds of carbon emissions on an unequal basis; that is, China outranked the US
as a GHG emitter. This gives a meaningtul insight for a global energy policy to reduce the
rate of growth of carbon emissions by focusing on two nations. This is not to imply that
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the rest of the world can get away with doing nothing, but does guide actions to be taken
in drafting an appropriate global energy policy. Hence policy should be based on quantita-
tive analysis in order to be able to evaluate the most effective way to deal with a problem.
Staying with qualitative feel-good, knee-jerk reactions mouthed by demagogues should
not be the basis of an energy policy. Interestingly, the next major contributor to carbon
emissions after China and the US was not India, but deforestation in Indonesia and Malaysia.
Here burning jungles and heavy undergrowth to clear land for agriculture adds carbon
dioxide because plant mass associated with agricultural crops is less than the original jungle.
Deforestation even if replaced by agricultural crops reduces Earth’s capacity to absorb
carbon dioxide from the atmosphere. Hence a public policy focused on four nations, not
two hundred, can go a long way to achieving a climate change objective.

Granted that renewables generate more costly electricity, what energy policy with
regard to tax incentives, subsidies, and renewable portfolio standards (obligatory mini-
mum generation of electricity from renewables) should be pursued to best act as an
incentive to switch from fossil to renewable energy sources? Should fossil fuels continue
to receive government subsidies, which they do at this time? Granted that solar and wind
are less reliable than fossil fuels, what energy policy would best straddle the dichotomy
between a greater share of renewable sources with less electricity grid reliability? It is a
known fact that Americans react by buying smaller automobiles with greater fuel effi-
ciency when gas prices are high and switch almost immediately to heavy, low mileage
SUVs when gas prices fall. Should public policy on cutting gasoline consumption be
based on a high gasoline tax to keep gasoline prices high regardless of the price of crude
oil, or should higher fuel efficiency standards be imposed on automobile manufacturers
by government fiat? Which energy policy can best pursue the goal of energy efficiency?
If fracking is a game changer in the production of natural gas and oil, what should be the
proper energy policy in response to instances of ground water pollution by natural gas
or oil leakage through well casings or disposal of contaminated water from fracking hard
shale and tight sands? These are examples of policy issues to deal with energy challenges.
The final decision should be based on a fair minded approach backed by quantitative
analysis to ensure that intended consequences both in terms of economics and envi-
ronment are identified and thoroughly understood. The challenge is that unintended
consequences are unknown when a decision is made and can have profound ramifica-
tions once they emerge.

Measuring Energy

Striking a match initiates a chemical reaction that rearranges organic molecules of mainly
hydrogen, carbon, and oxygen in the matchstick and oxygen in the atmosphere to form
carbon dioxide, water, and heat, plus a little ash residue and other minor products of
combustion. Heat generated from burning a match can warm water, which is mea-
sured in British thermal units (Btu). A Btu is defined as the amount of heat required to
raise the temperature of one pound of liquid water from 60°F to 61°F at atmospheric
pressure. There are minor variations on the definition of a Btu with different water tem-
perature references, but still separated by 1°F. Burning a wooden match releases about
1 Btu of energy.

A Btu is a woefully minuscule unit for measuring energy when dealing with world
energy consumption. A quad improves the understanding of the energy picture by
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introducing a unit that is scaled to a more comprehensive measure for the human mind.
To get to a definition of a quad, it is best to start with a therm, a measure of the energy
content associated with natural gas for billing households. A therm is 100,000 or 10°
Btu, and a home natural gas utility bill of 420 therms is more easily understood than
42,000,000 Btu of energy and is better for doing a comparative analysis with other homes
or for different months. A million Btu (mmBtu) is 10° Btu, a billion 10° Btu, a trillion
10" Btu, and a quadrillion, or quad, 10" Btu. These are large numbers; a trillion dollar
bills stacked with no air spaces between the bills 1s 70,000 miles high, about one-quarter
of the way to the moon. A stack of a quadrillion dollar bills would reach from the sun
nearly to Venus. Measuring distance in quadrillions of stacked dollar bills makes no sense,
but in consuming energy, quads do make sense. The world consumes about 500 quads
and the US 100 quads, easier units for the mind to grasp.

One more transformation is necessary. The primary source of energy data in this book
is the BP Statistical Review of World Energy.® It should be no surprise that an oil company
would define energy in terms of barrels per day or tons per year of equivalent oil con-
sumption. This is fortunate as it places energy in all its forms on the same scale. From the
BP Statistical Review, one million tons of oil equivalent (mmtoe) have the energy content
of 39.7 trillion Btu. Hence a thousand million or billion tons of oil equivalent are the
same as 39.7 quads (a thousand trillion), or 1 quad is equivalent to 25.2 mmtoe.

The Problem Is the Size of the Problem

The central problem of reducing the role of fossil fuels in the energy diet is the size or mag-
nitude of the problem. The 2015 issue of the BP Statistical Review contains data on energy
consumption from 1965 to 2014. In 2014, total energy consumption was 12,477 mmtoe,
which is equivalent to 495 quads. US energy consumption was 2,209 mmtoe or 87 quads
or 17.7 percent. While US consumption is relatively flat, the rest of the world, particularly
China, India, and other Asian nations, is consuming a lot more. R enewables are made up of
biofuels (not biomass), solar, wind, and geothermal output and contributed an aggregate of
237.4 mmtoe or 9.4 quads or 1.9 percent of total energy consumption. As an aside, biomass,
which is not included in the BP Statistical Review, is estimated to be about 10 percent of
total energy consumption. Between 2011 and 2012, world energy consumption, excluding
biomass but not biofuels, grew by 2.05 percent and renewables by 15.5 percent. Between
2013 and 2014, world energy consumption grew by only 0.9 percent, whereas renewables
maintained a rather brisk pace of 14 percent. A growth rate of 15 percent doubles output
of renewables every 5 years. A 15 percent growth rate of doubling capacity every 5 years
is ultimately nonsustainable in terms of physical, managerial, and capital constraints. The
renewable energy curve in Figure 1.1 assumes that overall energy growth is 1 percent,
down from previous levels of around 2 percent and a sustained average growth rate for
renewables of 12 percent, a doubling every 6 years, which could also be constrained by
physical factors.

If total energy demand can be kept at 1 percent per year, the time span for renewables
to reach about one-half of total energy demand is about 30 years. The remaining half
would be supplied by traditional fossil fuels plus nuclear and hydropower. Thus, coal
will be part of the energy picture even with natural gas playing an increasingly important
role accompanied by rapid growth in renewables. However, after this point, renewables
can conceivably supply most energy requirements in half a century, which means that
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Figure 1.1 Replacing Traditional Energy Sources with Renewables

coal will be significantly phased out of electricity generation and oil will be phased out
as a motor vehicle fuel in favor of electricity. For higher overall energy growth rates, the
longer it will take for renewables to displace fossil fuels. This is not going to be an easy
transition. But it can be helped if capital and physical resources dedicated to no-win wars
to secure oil supplies can be diverted to improving the energy infrastructure—a tall order
given our proclivity for war.

Another illustration of the time to make a major transition in the pattern of energy
consumption is shown in Table 1.1, which shows the time spans for Japan to switch from
wood to coal and from coal to other forms of energy.

Phasing out wood as a major source of energy and substituting it with coal required
60 years. Oil became a dominant source of energy for motor vehicles plus a portion of
electricity generation over a 30-year period. Developing a natural gas distribution sys-
tem for LNG imports took 40 years, as did developing nuclear power, both of which
being substitutes for coal and oil for electricity generation. This generational time span
is again reflected in Figure 1.2, which shows the time required for oil, coal, natural
gas, and nuclear power to make the ascent from a small to major contributors to satisfy
energy needs.®

Table 1.1 Distribution of Energy Sources for Japan

Wood Coal Oil Natural Gas Hydro Nuclear
1880 85% 14% 1%
1900 39% 57% 4%
1940 10% 66% 8% 16%
1970 22% 71% 1% 6% 0%
1990 18% 57% 10% 5% 10%

2010 23% 43% 17% 4% 13%
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Figure 1.2 Growth of Major Sources of Energy (quads)

Figure 1.3 shows the cumulative contribution of each energy source. Biomass has been
increasing in absolute terms, but if expressed as a percentage of overall energy consump-
tion, it would show a Niagara-type drop because other energy sources, primarily fossil
fuels, have been satisfying the unprecedented increase in energy demand.

Figures 1.2 and 1.3 illustrate that there is no such thing as status quo in energy since
the start of the Industrial Revolution. Up to then, biomass (wood) was the principal
source of energy, augmented by diverting some agricultural output for animal power.
The animal feed included in biomass played an important role in agriculture and trans-
portation to sustain millions of horses, mules, and oxen that pulled plows and wagons and
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carriages. At the start of the twentieth century, coal became much more significant, fuel-
ing factories, steel mills, and railroads, which displaced horses in transportation. Coal as a
percentage of energy consumed peaked around 1915 to make room for the growth of oil
to fuel motor vehicles (transforming horse power to horsepower), ships, and airplanes. It
took a while for a pipeline infrastructure to be built to allow natural gas to make a major
contribution. All this points to the expectation that it will take three to four decades for
renewables to make a meaningful contribution in satisfying total energy needs, which
also implies overcoming current technological hurdles such as increasing the efficiency of
solar panels and developing high capacity, low cost storage batteries.

Figure 1.4 shows the distribution of percentage energy consumption among principal
consuming nations and regions for a total of 513 quads in 2014. In 2009, China’s aggregate
energy consumption was 95 percent compared to that of the US; in 2010, 103 percent; in
2011, 112 percent; in 2012, 124 percent; in 2013, 126 percent; and in 2014, 129 percent.
The US is no longer the energy hog of the world—that mantle has been taken over by
China, and the disparity between the two nations will continue to grow.

Figure 1.5 shows the comparative percentage reliance on principal sources of
energy for China and the US. China is clearly a coal driven economy, but is taking
significant remedial actions to increase dependence on other forms of energy. The
US is an oil driven economy with a better balance in its usage of coal and natural gas.
Nuclear and hydro in the US are not increasing, but renewables will become increas-
ingly more important over time. Figure 1.6 shows the detailed usage of energy in the
US in 2014

In 2014, US electricity generation required the entire output of solar, nuclear, hydro,
wind, and geothermal, 82 percent of coal, and 30 percent of natural gas. The remaining
18 percent of coal energy is for industrial use, primarily in steelmaking. In addition to
the 30 percent of natural gas consumed in generating electricity, 19 percent is consumed
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by residential users, 13 percent by commercial users, 35 percent by industrial users, and
3 percent by transportation. Energy consumed by residential users is to heat water, cook
food, and power household appliances and space heating and cooling systems. Commercial
users including hospitals, schools, office buildings, and business establishments consume
natural gas in a similar manner as residential users, but with additional thermal needs to
tulfill intended commercial functions such as heating ovens in a bakery. Industrial users
burn natural gas for a wide range of processes associated with chemicals, food and paper
products, cement, aluminum, glass, and metals. Natural gas is a raw material for ammonia
and ammonia based products, fertilizers, and power pipelines, and is consumed in trans-
formational processes such as corn to bioethanol conversion. Petroleum is 71 percent
consumed in transportation (motor vehicles, trucks, busses, railroads, airlines, ships). The
remainder of oil is primarily consumed by the industrial sector as a feedstock for pesti-
cides, fertilizers, and petrochemicals for the making of plastics. Nearly half (48 percent) of
biomass made up of waste wood, dried sewage, and organic residue from food processing
and papermaking plants is burned as fuel in industrial plants. Another 27 percent is in the
form of biofuels for motor vehicles. Remaining biomass is chiefly firewood and reconsti-
tuted wood chips for heating.

Figure 1.6 is full of useful information. In 2014, petroleum made up 35 percent of
energy sources to power the US, natural gas 28 percent, coal 18 percent, nuclear 8
percent, biomass 5 percent, and hydropower and wind 2 percent each, with quite small
contributions from solar and geothermal. Electricity generation absorbed 35 percent of
energy supply, residential users 11 percent, commercial users 8 percent, industrial users
22 percent, and transportation 24 percent. Much of the 98.3 quads of energy to fuel the
economy is simply passed to the environment as waste heat (increased entropy). Useful
energy listed as Energy Services is 40 percent of total energy input, whereas Rejected
Energy, that which is lost to the environment as low level heat, 1s 60 percent of input energy
for an overall energy efficiency of 40 percent. Of the 38.4 quads of energy input to gener-
ate electricity, 25.8 is passed to the environment as waste heat to warm the atmosphere,
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ocean, bay, or river for an overall efficiency of 33 percent. Thus, an electric stove requires
three times the heat to boil a cup of water than a natural gas stove, assuming the distri-
bution for electricity and natural gas require about the same energy. This low efficiency
has nothing to do with the technology of generating electricity, but the nature of ther-
modynamics. Turbine exhaust steam must be converted back to water to be fed into the
boiler. The heat of vaporization consumed to convert water to steam is given up to the
environment. In the boiler, the heat of vaporization is again required to convert water
to steam. This cycle essentially passes the heat of vaporization (energy required to make
water boil) to the environment. Residential, commercial, and industrial consumptions
of energy have much higher efficiencies than generating electricity, but the most inef-
ficient use of energy is transportation. Transportation absorbs 27.1 quads, while 21.4
quads, or 79 percent of energy input, passes to the environment as heat from the engine
block, radiator, and exhaust system, plus pushing air away to accommodate the forward
motion of the motor vehicle along with the friction between wheels and pavement, and
in warming brake pads. An efficiency of only 21 percent is an economic driver for an
energy policy to improve automobile and truck mileage in order to cut oil consumption
without curbing driving.

Forecasting Energy Demand

Figure 1.6 can serve as an outline for forecasting energy demand. Starting with electricity,
future demand can be projected by examining past consumption patterns among resi-
dential, commercial, and industrial users. Taking residential as an example, new home
and apartment buildings fitted with new, efficient appliances and better insulation, less
retirement of older homes with inefficient appliances and poor insulation, are taken into
account in determining their respective energy needs. One has to assess whether home
appliances, air conditioning, and heating systems in new homes will be fueled by natural
gas or electricity and compared to natural gas or electricity consumption of homes being
retired. Another factor is the age profile of household appliances, air conditioning units,
and water and space heating units—the older portion being phased out in time and most
likely replaced by energy saving units. Phasing out of incandescent light bulbs in favor
of fluorescent light bulbs meant a significant reduction in electricity demand for lighting.
On the other hand, modern, wall-mounted, high definition televisions draw far more
electrical current than their mundane, standard definition, table-mounted predecessors.
The general format of this process has to be repeated for commercial and industrial
users except that their demand is strongly affected by economic activity as is electric-
ity demand. Thus, a forecast of economic activity lies at the core of an energy demand
forecast. Projections of commercial and industrial users should cover new energy effi-
cient equipment replacing old energy inefficient equipment plus incremental demand
for new equipment. A project on electricity demand can be based on past demand
projected forward reflecting population growth, economic activity, adoption of energy
efficient appliances and equipment, and weakening of the link between economic
activity and electricity demand. Once a projection of electricity demand is obtained,
supply of electricity has to be addressed. Like any asset, electricity generating plants do
not last forever. The oldest segment of the age profile of generating plants has to be
assessed as to which units will be retired. The oldest units are probably coal fired, but
we are approaching a point where nuclear power plants may start to retire—the first
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smaller units have already been removed from service and certain other larger units
are expected to retire in the near future. Mothballed nuclear power plants in Germany
and Japan have to be assessed as to their likelihood of returning to service. Then one
has to have an assessment as to which type of electricity generating plants will replace
retired units plus new units necessary to accommodate incremental demand. Part of
this question is addressed by power generation projects already underway or likely to
be approved. Beyond this time horizon, energy policies that affect renewable energy
and fossil fuel powered plants have to be brought into the picture. Then by assessing
utilization and thermal efficiency rates, one can obtain a projection of the number and
size of generating plants fueled by renewables, nuclear and hydro, coal, and natural gas
to satisty future electricity demand.

Seventy percent of natural gas is consumed generating electricity and the remaining
30 percent serves primarily the thermal needs of residential, commercial, and industrial
consumers. A close look at what changes are in store that affect energy consumption pat-
terns for residential, commercial, and industrial users, which are far more complex than
that covered for electricity generation, has to be performed. This includes an analysis of
retiring older natural gas fueled equipment, which covers a plethora of uses, and introduc-
tion of new and more efficient units to meet both replacement and incremental demand.
The interplay between electricity and natural gas powered appliances and equipment has
to be considered along with the respective roles of oil and natural gas for space heating in
areas that both serve residences and commercial establishments. For areas not served by
natural gas, there is an interplay between biofuels (wood pellets) and oil. These interplays
are a function of price differentials between electricity, natural gas, and oil, which means
that a price forecast of each is necessary to perform the analysis.

Oil consumption is dedicated to transportation. The automobile fleet has to be
examined for retirements and the size of the future fleet as it relates to demographics
(population growth) and number of vehicles per thousand people, an example of dou-
ble exponential growth. For instance, the number of automobiles in the US is getting
close to one per person and thus automobile population would be a single exponential
growth function linked to population. However, in China and India, double exponen-
tial growth is applicable where future automobile population is linked to both growth
in population and the rising portion of automobiles per thousand people. Consequently,
US automobile growth will be much lower than that of India and China. Incremental
demand for automobiles plus replacements determines new car production. Gasoline
demand is a function of existing cars and those retired plus new cars. Those being retired
generally have poorer fuel mileage than new cars. This affects gasoline demand along
with changes in annual miles driven. Another factor of future oil demand is the total
annual miles driven for automobiles, which is no longer in an upward trend in the US,
but is in China with the building of superhighways, which have resulted in 250-mile-long
traffic jams!

US car buyers have gone through several cycles of wanting fuel efficient cars versus gas
guzzlers in the form of pickup trucks, vans, and SUVs depending on the price of gaso-
line. This changing preference for new cars complicates the assessment of future demand
along with the emergence of electric and hybrid vehicles. In addition to a forecast
on economic activity, a forecast is needed on oil prices as it affects car buying prefer-
ences and miles driven per year. While forecasts are needed for oil prices and economic
activity, the task is complicated that each influences the other. High oil prices depress
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economic activity because money diverted to oil producers by high priced motor vehicle
fuels reduces the amount of consumer spending, which accounts for 70 percent of gross
domestic product (GDP).

Oil demand 1is also affected by the injection of ethanol into the gasoline stream and
the introduction of natural gas as a motor vehicle fuel. A similar exercise has to be
repeated for trucks and airplanes. Fuel demand for trucks is a function of ton-miles,
the combination of how many tons are carried for various distances. Piggy-back inter-
modal transportation combining the fuel efficiency of railroads with the flexibility of
trucks affects transportation energy demand. Truck and rail traffic are also influenced by
economic activity. Airplanes have larger passenger carrying capacity and are more fuel
efficient, reducing fuel consumption on a passenger-mile basis, but this is countered by a
greater number of passengers taking long distance flights that affect the demand driver of
passenger-miles. Ton-miles is the economic driver for ships carrying bulk commodities
such as oil and iron ore, coal, and grain. Container vessels, due to their higher speed, are
heavy consumers of fuel, which is affected by the cost of crude oil. When oil prices are
high and international trading subdued, container vessels slow up to achieve significant
savings in fuel consumption. Other forms of shipping demand such as cruise ships and
a host of specialized shipping assets are part of the calculus of projecting fuel demand.
Shipping 1s unique as larger vessels consume bunkers, a residue of the oil refining process.
Smaller vessels depend on diesel fuel, a refined product. In all of this, the consequences
of various environmental regulations and policies with regard to encouraging one form
of energy at the expense of another and an analysis of pollution emissions for the various
tossil fuels have to be undertaken.

This overall description of what has to be considered in assessing the future demand
for various sources of energy does not do full justice to the actual depth of effort needed
to develop a vital planning tool to guide energy policy makers and regulators in govern-
ments and planners and decision makers in corporations. But not every organization
has to perform this task as there are a number of consulting companies and government
agencies that do. The Annual Energy Outlook with Projections to 2035, published by the US
Energy Information Administration (EIA), 240 pages in length, covers only the US. But
world oil prices, production, and demand are included as international oil prices affect
domestic economic activity and driving habits.® Projections are made for different sce-
narios on oil prices and economic activity. The totality of the effort to provide an energy
outlook can be seen by the list of over 20 specialists as primary contacts for specific areas
of the report. The international or global energy picture is provided by the IEA located in
Paris and operated under the auspices of the OECD. Its flagship publication, World Energy
Outlook, also includes analysis of particular nations and special focus issues.” A complex
mathematical model has been developed to assist in arriving at a forecast as described in
the World Energy Outlook (2010).

Since 1993, the IEA has provided medium to long-term energy projections using a
World Energy Model. The model is a large-scale mathematically construct (about
16,000 equations) designed to replicate how energy markets function and is the
principal tool used to generate detailed sector-by-sector and region-by-region
(24 regions) projections for various scenarios including the Reference Scenario
(now called Current Policies). Developed over many years, the model consists
of six main modules: final energy demand (with sub-models covering residential,
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services, agriculture, industry, transport and non-energy use); power generation
and heat; refinery/petrochemicals and other transformation; fossil-fuel supply; car-
bon dioxide emissions and investment.

The World Energy Outlook lists over 20 team leaders responsible for specific aspects of the
outlook, over 20 internal experts, about 50 representatives of external energy and industrial
organizations who provide input, and a small army of 200 peer reviewers for various fac-
ets of the outlook. In the 2012 issue, three scenarios were analyzed. The Current Policies
scenario assumes no policies are implemented other than those in effect. The New
Policies scenario assumes that existing energy policy commitments plus recently announced
policies will be implemented. The 450 Scenario establishes an energy pathway to limit
global carbon dioxide concentration in the atmosphere to 450 ppm by 2020 (current level is
400 ppm), which is assumed to have a 50 percent probability of containing global warming
within 2°C. The 2012 World Energy Outlook was 385 pages long with another 285 pages on
special topics regarding energy in Irag, the role of water in energy, and progress being made
to make energy accessible for all. As with the EIA’s Annual Energy Outlook with Projections to
2035, this first brush description of both publications barely does justice to the full extent of
the effort to project global energy demand.

Short Cut for Projecting Energy Demand

Rather than forecasting energy demand accounting for every detail and nuance, a more
simplistic approach is to project energy demand utilizing a mathematical model that works
off a few macroeconomic drivers. It is clear from simple observation that there are four
principal causal variables influencing energy demand: per capita energy consumption, per
capita economic activity, population, and oil prices. In essence, a projection of each is
necessary to obtain a projection of energy consumption. One might ask why one would
substitute four projections for one. This is a fair question. The primary reason is that it
might be easier to forecast population and economic activity growth on a long-term
basis than energy consumption. For this reason, oil prices will be left out of the proposed
energy consumption forecast because oil prices, being extremely volatile, cannot be pro-
jected with any degree of confidence. Thus the proposed model for projecting energy
demand will use per capita energy and per capita economic activity and population as
dependent variables.

The problem with this approach is that economic activity is affected by oil prices,
which should be part of the projection. But projecting oil prices by a simple extrapola-
tion using trend analysis is impossible, or meaningless if done. However, some consulting
firms do a detailed analysis of supply and demand factors for making oil price forecasts.
If such a forecast is available, then that could be incorporated into the proposed model.
But most forecasts of oil prices are a likely range of values and that inhibits their use in
this model that requires discrete values.'” However, if discrete values are available, or if
one 1s content using mid-range values, then oil prices could be a dependent variable. An
alternative would be to do high-price, medium-price, and low-price scenarios to evalu-
ate the role of oil prices in projecting energy demand. One possible outcome is that oil
prices may not have a significant impact, but this can only be known by incorporating
oil prices into the model and viewing the results (t-stats are useful in judging the strength
of a variable’s contribution to the final model).
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Energy usage and pollution can both be linked directly to population. Indeed, there are
those who advocate population reduction as the primary countermeasure to cut land,
air, and water pollution. Having identified the true culprit of energy exhaustion and
environmental pollution, their suggested means of correcting the problem is by a small
step-down of 90 percent in the global population. It is interesting to note that audiences
listening to this proposal applaud vigorously to show their approval—they must have
already made their reservations to be on Noah’s Ark. Figure 1.7 shows world population
since the beginning of the Common Era and its phenomenal growth since the start of the
Industrial Revolution."

The world’s population was remarkably stable up to 1000 ce. War and disease worked
wonders in keeping the population in check. High death rate of infants and children and
short, dirty, brutish lives of those who survived childhood, coupled with periodic disin-
tegrations of society and outbreaks of contagious diseases, prevented runaway population
growth. The Dark Age of political disorder and economic collapse following the fall
of the Roman Empire around 400 ck further suppressed population. Interestingly, the
advent of the Dark Age was a time of global cooling, with some making a connection
between climate change and the collapse of civilization. After the Dark Age was over,
population began to grow accompanied by a period of global warming, another instance
of pre-Industrial Age climate change affecting civilization. This continued until the Black
Death starting around 1350, which occurred in the early decades of what would be
nearly a 500-year period of global cooling, which affected civilization with falling crop
yields and social stress. Infected fleas on rats seeking warmth in human habitats played a
key role in the spread of this dread disease. After several recursions over the next hundred
years, the Black Death wiped out massive numbers of people in Asia and Europe. More
than one-third of Europe’s population fell victim with as much as two-thirds in certain
areas. It took over a century for the population of Europe to recover to pre-plague levels.
The first billion in the world’s population was reached around 1840. The second billion
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was reached around 1930, only 90 years later, despite the horrendous human losses dur-
ing the First World War, the Russian Revolution and Civil War, and the Spanish Flu,
a pandemic that wiped out 30—40 million lives. This pandemic cost more in human life
than the combined efforts of those involved with perpetrating war and revolution and
numerically, but not percentage-wise, exceeded lives lost in the Black Death. Yet it only
took 30 years for the world population to reach its third billion in 1960 despite Stalin’s
execution of millions of his own people by starvation and firing squad, Hitler’s extermi-
nation of 12 million Jews and Slavs, plus the deaths of untold tens of millions of military
personnel and civilians during the Second World War. The fourth billion was reached
14 years later in 1974 despite Mao Zedong’s failed Great Leap Forward that caused the
deaths of tens of millions from starvation plus genocide perpetuated by the Khmer R ouge
in Cambodia, who thought social progress was worth executing a quarter of their own
people. Mounds made of skulls of these victims are today tourist attractions. The fifth
billion occurred 13 years later in 1987, the sixth billion 12 years later in 1999, and the
seventh billion also 12 years later in 2011.

We should be justifiably proud of the medical advances that have drastically reduced
infant mortality rate and childhood diseases. No one espouses going back to the days of
Queen Anne (1665-1714), ruler of England from 1702 until her death. Anne had the
best medical care that royalty could buy. Yet she had the misfortune of having around six
stillbirths plus another 12 who survived birth. She died at 49 without an heir to the throne,
spurring a war over her succession. As much as we are grateful for advances in treating
disease, there are mathematical consequences. The quickening pace of adding increments
of a billion to the population is not an increase in the growth rate, but a property of the
mathematics of growth. Going from 1 to 2 billion is a 100 percent gain in population,
2 to 3 billion 50 percent, 3 to 4 billion 33 percent, 4 to 5 billion 25 percent, 5 to 6 billion
20 percent, and 6 to 7 billion 17 percent. Eventually only a 10 percent growth in
population would be necessary to go from 10 to 11 billion. Thus, each billion increment
of the world’s population occurs more quickly for a constant population growth rate.

The earth is rapidly getting more crowded, yet there are some who say that we
can sustain a much larger population. If every human being were to stand next to one
another, how much of the earth would be covered with people? If we place every indi-
vidual in a 3" X 3’ square, enough space to stand, but not lie down, we can get just about
3.1 million people into a square mile. The area to accommodate 7.3 billion people in
2015 is about 2,360 square miles, or a square a 48.5 miles on a side. Thus, the world’s
population could fit, standing room only, in Delaware, the nation’s second smallest
state at just under 2,500 square miles, with a little room to spare. With a population
density of Manhattan including Central Park, the world’s population could fit into half
of Texas.

Demographics aftect energy consumption since more people consume more energy.
One way to judge the future population is to calculate the portion of a nation below
15 years of age. A disproportionately high youthful population portends higher than aver-
age population growth as this segment reaches its childbearing years. On this basis, future
population growth will be centered in the Middle East, Asia (excluding Japan), and South
America. On the other hand, Europe, the US (net of migration from Latin America),
Russia, and Japan have to deal with a growing geriatric generation that has ramifications
on future population size and energy consumption and the viability of old age social pro-
grams. As Europe and Japan exhibit essentially stagnant to negative population growth,



20  Energy Economics and Policy

other nations would like to curb theirs. Some years ago, China took draconian eftorts to
contain its population growth at one billion people by restricting families to one child
through forced abortions, financial fines, and even corporal punishment for having more
than the authorized number of children. Families restricted to one child preferred boys,
which resulted in abortions or abandonment of baby girls, of whom quite a number were
adopted by American families."* Having a society where males outnumber females may
create a serious social problem as large numbers of males, unable to find mates, bond to
form roving gangs of disaffected bachelors, disrupting social cohesion. Despite Herculean
efforts to the contrary, the social experiment to contain the nation’s population at one
billion has obviously failed; China’s current population is 1.4 billion and slowly climbing.
Perhaps too slowly, as there is now fear that China too may become a geriatric state about
two decades behind Japan.

The rate of world population growth expanded between 1950 and 1965, peaked at
2.1 percent per year, and then went into a long-term decline of 1.8 percent in the
1970s, 1.7 percent in the 1980s, 1.4 percent in the 1990s, and 1.2 percent in the 2000s.
The current population growth rate is 1.04 percent and is projected to be 0.45 percent
by 2050." On a global scale, the average number of children per family has to decline
to reduce the population growth rate to this level. But other forces are at work that
may effectively cut the increase in population growth, if not population itself. The fall
of communism in 1991, and the subsequent political and economic turmoil, brought
about a decade of a declining birthrate and a shortening of the average life span, result-
ing in a negative population growth in Russia. Diseases such as HIV/AIDS ravage the
population in Sub-Saharan Africa along with social disintegration, civil upheaval, tribal
warfare, and, on occasion, tribal holocausts. In 2014-2015, the fear that Ebola would
spread globally was countered by successful efforts to contain the disease within three
nations in West Africa. Some rapidly growing nations such as flood-prone Bangladesh,
with 156 million people in an area of 57,000 square miles (a bit smaller than Georgia),
must be close to reaching, or have already exceeded, their capacity to adequately feed,
clothe, and shelter their populations. Further population growth will only foster extreme
poverty. Aswan dam, when built in the 1950s, made Egypt self-sufficient in food. Today
Egypt is one of the world’s largest food importers because of its rapid population growth.
Whoever governs Egypt must face the problems associated with severe shortages in
domestic production of food and energy. Under these conditions, can Egyptians con-
tinue to propagate as in the past? And if so, how are they going to feed themselves and
have energy to fuel their society?

Despite success in containing Ebola, there are other forms of flu on the verge of jump-
ing from animals to humans, which could bring on a new Spanish Flu-type pandemic.
Modern means of travel make it nearly impossible to isolate or quarantine an outbreak of
contagious diseases as feared with Ebola. Swift actions taken by airlines and governments
were successful in containing Ebola. Weapons of mass destruction and terrorism are other
threats to human survival. Considering all these factors, the projected population of over
9.3 billion people by 2050, a 27 percent increase from current levels, is not a foregone
conclusion. Exponential growth of humans, like bacteria overflowing the confines of a
Petri dish, has its limits. Figure 1.8 shows the actual and projected annual growth rates for
population and the annual increment being added to the population.

Population growth rates are projected to continue to decline as they have been since
1965. Annual increments to population have been relatively flat, adding about another
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Figure 1.8 Actual and Projected Annual Growth Rates and Increments to Population

equivalent US in population every 4 years. Annual increments are projected to decline
after 2015 more in line with birth rates. Unfortunately these positive increments will con-
tinue to boost population to 9.3 billion in 2050, but at a slower pace." But not all agree
with 9.3 billion by 2050. Some see 11 billion by 2100 from higher than anticipated birth
rates particularly in Africa.'® Others see a peaking at 8.5 billion with a decline thereafter
as a consequence of a continuing decline in population birth rates. The replacement rate
for developing nations is 2.3 children per family and 2.1 children per family in devel-
oped nations. Nations already below the replacement rate are Azerbaijan, Bahrain, Brazil,
Georgia, Iran, Japan, Lebanon, North Korea, Qatar, Tunisia, and Uzbekistan. Nations
whose birth rate is nearing the replacement rate are Argentina, India, Indonesia, Mexico,
Saudi Arabia, Turkey, and UAE.'® Several nations in Europe and Russia have stagnant
population growth.

Per Capita Energy Consumption

Figure 1.9 is per capita consumption of energy in tons of oil equivalent per year. Thus,
every man, woman, and child consume, on average, energy equivalent to 1.8 tons of oil
per year. With 7 barrels of oil in a ton and 42 gallons of oil in a barrel, each person con-
sumes 529 gallons of oil equivalent per year, or 1.45 gallons per day. This is not oil, but
the oil equivalent of all energy consumed. Of course, this is an average—a large portion
of the human population (one to two billion) consumes mainly biomass and virtually no
fossil fuels. Not surprisingly, the best fitting trend line is fairly close to linear. Per capita
energy consumption has been in an upward trend for over a century except during the
Great Depression. Nowadays its upward trend includes higher per capita energy con-
sumption in Asia, the Middle East, and South America that will probably continue for
another two or three decades before leveling oft. Then perhaps it will be the turn of the
one to two billion of the world’s poorest people who may see some upward adjustment
in their living standards.
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Figure 1.9 Per Capita Energy Consumption (toe)

Economic Activity

A common measure of economic activity is GDP, which is defined as the monetary value
of all finished goods and services produced annually within a nation, net of trade imbal-
ances. It is also treated as total spending of all the principal activities of a society (personal,
corporate, government, and capital investment, net of savings). GDP is not above criti-
cism. For instance, there is no contribution to GDP if two individuals mow each other’s
lawns for free; but if they each charge the other $20, then $40 becomes part of GDP. Yet
the lawns are mowed in both cases. Of greater concern, there is no link between GDP
and productivity. If a society educates one million specialized tax lawyers and accoun-
tants to create and wade through 100,000 pages of complex tax regulations replete with
innumerable loopholes in order for the rich and famous as individuals and corporations to
minimize their tax payments at the expense of the plebeians who must shoulder the full
brunt of the tax bill, all this effort is incorporated into GDP, but it is hardly productive.
The same is true in the acquisition and distribution of cocaine and other harmful drugs
and the concomitant cost to society of the spread of crime and disease by drug addicts; all
this is part of GDP (police and public services and healthcare costs). How about build-
ing entire cities in China, known as ghost cities, where the only inhabitants are those
responsible for security and maintenance of empty or “see-through” buildings built in the
unpopulated hinterlands? Spending associated with their construction becomes part of a
nation’s GDP, but it is not (as of yet) productive spending.

Let us take a look at two families with the same income. The first family lives within
its means and has a certain demand for goods and services incorporated into the GDP. The
second family has the same income, but lives far beyond its means by collecting credit
cards like postage stamps and continually refinancing their home in a rising housing mar-
ket, spending twice as much as the first family. The contribution of the second family will
be twice that of the first family to the GDP. In fact, if you have much of the population
spending more than they earn, the GDP will grow, as President George Bush knew full
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well when he recommended to the American people at least twice during his administra-
tion to continue to borrow based on refinancing their homes and spend the proceeds “to
keep the economy going.”

But what happens when house prices no longer rise, cutting off a chief means of
funds from refinancing mortgages? Banks then become wary of customers whose income
would have to be largely dedicated to servicing debt if they were not oftered more debt
to tap. This then becomes the excuse to cut off offering more credit card debt. This point
has to occur because, mathematically, it is possible for a person to acquire enough debt
whose service charges would be equal to gross income if no more debt were available.
When new sources of debt are no longer available to service existing debt, the second
family’s disposable income collapses as a large chunk of gross income is consumed in
actually paying off existing debt. Consumer spending is 70 percent of US GDP. Cut
consumer spending and GDP takes a hit. Its growth is not as robust—in fact it may even
shrink. The housing and the credit card bubbles artificially inflated GDP, which ended in
2007-2009 with the bursting of these bubbles.

In recent years, towns and counties have gone bankrupt from growing budget deficits
exhausting market willingness to continue buying new issues to be added to their bloated
debt. What do these government agencies do? They fire government workers, try to
renege on overly generous pension and medical care obligations, cut services, and raise
taxes. This means that some government people will have less income either in reduced
direct pay or retirement benefits and residents in the town will be contributing more
to paying taxes rather than spending on goods and services. The added tax revenues do
not support higher levels of government spending that would add to the GDP, but are
dedicated to retiring debt that can no longer be refinanced by acquiring new debt. Under
these circumstances, the contribution of the town or county to GDP declines.

Look at Greece—the poster child of Europe. It can only borrow from the European
Central Bank to make good on current debt servicing charges, which only transfers risk
from one bank to another. To obtain such funds, the Greek government must raise taxes
and cut costs by firing employees or reducing wages and pension benefits. Unemployment
climbs and these people are no longer in the spending stream, which negatively affects
GDP. Those with more heavily taxed incomes will have less to spend. As GDP sinks,
loan covenants are triggered where aggregate debt is not allowed to exceed a certain level
of GDP, forcing yet another round of firing/cutting benefits to government employees
and, for those still left with a job, another round of tax hikes, which cuts their spending.
Again, GDP contracts, prompting another round in cutting government expenditures
and raising taxes. This is an excellent example of a positive feedback system where the
consequences of pursuing a course of action only makes the problem worse. It is clear
that this situation is going to continue until the economy of Greece is reduced to dust and
ashes or until the patience of the people to endure being sent to a poor house is utterly
exhausted. Youth facing a bleak future for the remainder of their lives with little or no
hope of ever securing a job have nothing to lose by taking to the streets with pitch forks
and shovels. Cyprus has introduced the world to “bail-ins” where collapsing banks seize
depositors’ savings. What happens to GDP when retirees no longer have the funds to
spend on their necessities and businesses have to close because the government has seized
their working capital?

While Zimbabwe and post-World War One Germany come to mind when one
thinks of hyperinflation, the fact is that the number of nations in the history of paper
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currencies that have managed to destroy the value of their currencies is legion."” Why
should today’s paper currencies being stuffed to fill gigantic cracks in the economic
foundation be exempt from this historical process? Be that as it may, GDP artificially
inflated through unwarranted or uncontrollable credit creation is not a proper mea-
sure of actual economic activity. Neither is it a proper way to run a government,
as history has amply shown. Massive credit expansion with little or no growth in
the underlying economy to support such debt is ultimately self-destructive. These
unwelcomed macroeconomic factors have to be integrated into any forecast of GDP
as indeed they have when one views the barely positive forecasts in recent times.
GDP forecasts are also adjusted for inflation, which has plainly been understated for
a number of years in order to minimize adjustments to inflation-protected govern-
ment benefits (e.g., US social security payments). Expressing GDP with inflation rates
that more accurately reflect reality would swing GDP calculations from positive to
negative. This in itself is another major reason why governments underestimate infla-
tion. Nevertheless, relying on the conventional definition of GDP as a measure of
economic activity, Figure 1.10 shows per capita economic activity for the first 1,800
years of the Common Era.'

Basically nothing happened until 1400, the start of the pre-Industrial Age, marked
by the beginning of metallurgy and glass making in the West. These activities were
known during the time of the Roman Empire, but were lost in the chaos of the
Dark Age. These lost technologies were rediscovered and brought back to Europe
by knights returning from the Crusades. The UK was the first nation to experience
per capita GDP growth, followed very closely by Germany, but the UK maintained a
substantial lead on per capita GDP. The US lagged the UK by about 200 years before
industrialization started (as a British colony where the economic theory of mercantil-
ism ruled, manufacturing was prohibited to force the colonists to buy manufactured
goods from Britain). However, by 1800, US per capita economic activity was equal to
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Figure 1.10 Per Capita Economic Activity Before 1800
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that of Germany. The Meiji Restoration in 1868 marked Japan’s entry as an industrial
power, and China, under the emperors, was disinterested in Western technology and
did not become an industrial state until the early twentieth century.

Growth in per capita economic activity between 1800 and 2000 in Figure 1.11 shows
that the UK and US were essentially tied in terms of per capita economic activity, with
Germany lagging from 1800 to 1940. In the aftermath of the war, US per capita eco-
nomic activity surged as the victor that had suffered no domestic war damage. The UK
and Germany were tied for second and third place by 1960 and were joined by Japan in
1970 as a consequence of its post-war economic awakening. The three nations remained
about equal in per capita economic activity to 2000. China’s economic awakening was
stunted by Mao Zedong’s Great Leap Forward (1958-1961). Economic and political
recovery took over 10 years before China embarked on what was a state sponsored free
market. China now has the world’s largest GDP, slightly ahead of the US. With four
times the population, its per capita economic activity would be about one-quarter that of
the US, a highly significant advance since 2000.

Figure 1.12 is per capita economic activity on a global basis. It is constructed in GK$
for global economic activity, which is in current dollars, and is converted to constant
2014 dollars by adjusting for inflation.” Dividing two exponential growth curves for
economic activity and population did not yield a best fitting exponential curve.?

The downward slope shows that energy intensity of economic activity decreased
sharply from 1971 to the early 1980s when oil prices were very high. The nations of
the world worked wonders to introduce greater efficiency in transportation, machin-
ery, and equipment and in installing insulation and encouraging conservation. As a
result, the world economy could operate with less energy intensity. Oil prices weaken-
ing from 1981 to 1989 removed the incentive to be overly efficient. Energy intensity
significantly slowed and has pretty much leveled out since 1990. The selected pro-
jection calls for a continuing slight decline of energy intensity per unit of economic
activity.
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Figure 1.11 Per Capita Economic Activity Post-1800
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Figure 1.12 Per Capita Economic Activity in Constant GK$

A Model to Project Total Energy Demand

The proposed model incorporates the following equation.

Global energy consumption = a + b1*GDP per capita + b2*Energy
per capita + b3*Population (millions)

The values for a, the y-intercept, and b1, b2, and b3, the coefficients for the variables, can
be obtained from a multiple regression output for the actual values for GDP per capita,
energy per capita, and population in millions from 1965 to 2014 contained in Figures 1.12,
1.9, and 1.7, respectively. The resulting three variable model has an R? value of 99.8
percent, indicating an excellent fit between the model and actual data. Having obtained
the values for a, b1, b2, and b3 from the regression output, the projected values for Global
Energy Demand were calculated using the formulas shown for trend lines depicting per
capita energy consumption in Figure 1.9 and per capita economic activity in Figure 1.12
and projected population derived from information in Figure 1.7.*! Figure 1.13 is the
resulting forecast of global energy demand.

One may well ask whether this was worth the trouble as a child can draw a con-
tinuation of an existing line. A response to that valid observation is that the projection
encompasses one’s assessments on per capita economic activity and per capita energy
consumption and population growth. While the economy becomes slightly less energy
intensive with time, growth in per capita consumption and in population keeps the past
trend intact. This should instill some degree of comfort and confidence over a projection
done by a child arbitrarily extending an existing curve even though both turn out to be
the same! The exercise showed that any hope for energy consumption leveling out given
greater per capita energy consumption and population growth is wishful thinking. The
trend line will remain intact as long as the underlying trends that generated the trend line
remain essentially unchanged. Energy demand would level out only if a calamity struck
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Figure 1.13 Global Energy Demand Projection (mmtoe)

such as a sharp contraction in economic activity from a financial collapse, or outbreak
of a major war, which would cause energy demand to climb or could lead to a constric-
tion on energy supplies that would cut energy consumption, or any number of potential
disaster scenarios, which with time seem to be getting greater in number and less remote
in possibility. But given a relatively stable society, energy consumption will be growing
at a modest annual rate of 1.1 percent, yet by 2050, total energy demand will increase by
47 percent, the power of exponential growth!

Problems and Projects
Problem 1.1

Take a major nation from the BP Statistical Review and plot either a cumulative line or an area
chart of the principal sources of energy in quads (1 quad = 25.2 million tons of oil equiva-
lent) from 1965 to the latest year. If quads turn out to be too small in value for charting
purposes, then use million tons of oil equivalent. Obtain the growth rate for overall energy
consumption and its principal components for 10-year segments. Goal Seek under What-If
Analysis (Data ribbon) can be used. The general formula is cell 1*(1+cell 2)*10. Cell 1 is the
beginning value; cell 2 is the growth rate determined. “By changing cell” and “To value” is
the ending value after 10 years. For each decal year (1965, 1975, etc.), construct a pie chart
showing the percentage distribution of each of the major sources. Write a short paper on
how energy consumption and its components changed over this period of time.

Problem 1.2

We consume food for energy—a proper diet is somewhere between 2,500 and 3,000
calories per day. Using the approximate conversion that 1 calorie is equivalent to 0.004
Btu and consuming 3,000 calories per day, what is the equivalent consumption in Btu
per hour?
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This 1s hardly the beginning of how much energy is necessary to keep us alive. The
response to the above question is the last step in the conversion of food to keep us alive.
There are agricultural activities associated with growing crops and raising animals that
consume energy. Energy is consumed in producing pesticides and fertilizers and manu-
facturing tractors and farm implements. Crops and animals have to be converted to food
and shipped to market and to the consumer before being prepared for meals, all of which
requires energy. It is difficult to establish where this process should start when figuring
out daily energy requirements to keep us alive. But there may be sources available that
quantify these elements. Do an internet or a library search to assess the actual energy
required to keep us alive for one day!

Problem 1.3

The 100 watt (W) bulb was quite common in US homes. A watt is a unit of power.
Energy is power over time. A 100 W bulb shining for 1 hour is 100 watt-hours (Wh) of
energy. A Btu is a unit of energy. There are 3.412 Btu in a watt-hour or 341.2 Btu per
100 Wh. A typical home requires about 400 kWh, where kW is a thousand watts per
month. What is the equivalent amount of energy in Btu? How much fossil fuel in terms
of Btu has to be burned to supply a home with 400 kWh per month of energy, given that
electricity generation along with transmission losses has a net efficiency of 33 percent?

Problem 1.4

Given that there are 20 million Btu in a short ton of coal (2,000 pounds), how many
pounds of coal have to be burned to supply a home with electricity for 1 month? This,
too, underestimates the energy required as in Problem 1.3 because energy is required to
mine and transport coal to the electricity generating station. Taking a wider spectrum,
energy is consumed on a one time basis to develop a mine, manufacture transport and
mining equipment, and build a utility plant. Calculating energy requirements is not an
easy exercise, depending on how encompassing is the energy envelope.

Problem 1.5

Create a bar graph of per capita energy consumption for 10 nations including the US,
China, India, and World Average using the latest year in the BP Statistical Review and
population from the US Census Bureau Website. Sort the nations and their respective
per capita energy consumption from highest to lowest. This can be done by putting the
cursor on the first per capita energy consumption figure and then selecting both columns
of data. On the Data ribbon, select the icon Z A to sort the data in descending order
and then select a bar chart on the Insert ribbon. This is the Pareto diagram. Describe the
disparity in per capita energy consumption—are you surprised at the degree of disparity?

Problem 1.6

If India and China were to increase their per capita energy consumption to 50 percent
that of the US, what would be the incremental annual demand for each nation? How
much does this increase compare to global energy demand? Do you think that this can
be accommodated?
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Problem 1.7

A statement was made that if the world’s population density was that of Manhattan Island,
then the world’s population would fit into half of the state of Texas. Is this statement true?

Project 1.1

Take any OECD or BRIC nation of your liking and construct a projection of total energy
consumption to 2050 incorporating trend formulas and the results of the regression analysis.
Past and future population data can be obtained from the US Census Bureau Website (www.
census.gov/population/international/data/idb/informationGateway.php). GDP data can be
obtained from www.ggdc.net/maddison/maddison-project/home.htm up to 2008. Obtain
percentage growth rate for selected nation from http://data.worldbank.org/indicator/
NY.GDP.MKTP.CD and apply these to the Maddison 2008 data to obtain GDP val-
ues beyond 2008. This is probably not strictly comparable. Alternatively, you can use the
World Bank GDP data, which is in current US dollars, and adapt the analysis to its start date
of 1980. Whatever the source of data, convert to constant dollars if in current dollars using
www.usinflationcalculator.com.

Project 1.2

Do a projection for oil using the same methodology for any nation of your choos-
ing where you can obtain the necessary underlying data. If you select China or India,
annual oil consumption figures reflect both population growth and a rapidly growing
population of automobiles. A future reduction in automobile sales from, say, con-
gested roads or market saturation would affect future growth rates. Future growth in oil
should be tempered with saturation of automobiles when people are less inclined to
purchase a motor vehicle just to be trapped in a 250-mile traffic jam. In other words, a
significantly growing trend line in per capita oil consumption may have to be tempered
to reflect this phenomenon at some point in the future. Blindly following trend lines
should be avoided!

Project 1.3

Modity both projects 1.1 and 1.2 by including a fourth variable for oil prices. Oil prices in
constant dollars are in BP Energy Statistics. Obtain if possible high, medium, and low priced
assessments of future oil prices. Alternatively, think about what would be your assessments.
Run the multiple regression model for each of these oil prices and examine the projection
of energy and oil demand. Are oil prices important drivers in projecting future energy and
oil demand? If they are, what oil price scenario would you select and why?

Notes

1 Katharine Gammon, ‘“Pollution Facts,” Website www.livescience.com/22728-pollution-facts.html.
“Air Pollutants,” Environmental Protection Administration, Websites www.epa.gov/airquality/urba
nair; www.epa.gov/air/airpollutants.html.

3 “Greenhouse Gas Emissions,” Environmental Protection Administration, Website www.epa.gov/
climatechange/ghgemissions/global.html.
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Extracted from “Launch of the Center on Global Energy Policy,” SIPA, Columbia University, Website
www.sipa.columbia.edu/cgep/opportunity.html.

BP Statistical Review of World Energy can be downloaded from British Petroleum Website, www.
bp.com.

Data source for Figures 1.2 and 1.3 is https://nextbigfuture.com/2010/11/world-energy-in-exa
joules-by-energy.html. A bar graph version of Figure 1.3 can be found at www3.weforum.
org/docs/WEF_EN_IndustryVision.pdf, extracted from Vaclav Smil, Energy Transitions: History,
Requirements, Prospects (Santa Barbara, CA: ABC-CLIO, 2010).

“Estimated U.S. Energy Use in 2014,” Lawrence Livermore National Laboratory (2012), Website
https://flowcharts.llnl.gov. Image used with permission of Lawrence Livermore National Laboratory.
The Annual Energy Outlook with Projections to 2035, US Energy Information Administration, Website
WWW.ela.gov.

World Energy Outlook, International Energy Agency (IEA), Website www.iea.org. In addition, [EA
offers other publications that bear on various aspects of energy.

R. Nersesian, Energy Risk Modeling (Ithaca, N'Y: Palisade, 2013). Sections 12—14 deal with uncertainty
on assessing variables in projecting demand and oil prices.

“Historical Estimates of World Population,” US Census Bureau, Website www.census.gov/popu
lation/international/data/worldpop/table_history.php. Post-1950 world population from www.cen
sus.gov/population/international/data/worldpop/table_population.php.

There are about 30 adopted Chinese girls and no adopted Chinese boys in my home town who, as
throw-away babies, would not be alive today.

World Population Clock, Website www.worldometers.info/world-population/#growthrate.
“World Population Prospects: The 2012 Revision,” United Nations Department of Economics and
Social Affairs, Website http://esa.un.org/wpp.

Brad Plummer, “New Forecast: The Earth Could Have 11 Billion People by 2100,” Tox Topics
(September 18, 2014), Website www.vox.com/2014/9/18/6412059/population-11-billion-UN-
forecast.

David Merkel (Aleph Blog), “Analyst: World Population Will Peak at 8.5 Billion in 2030,” Business
Insider (November 30, 2012), Website www.businessinsider.com/analyst-world-population-will-peak-
at-85-billion-in-2030-2012-11.

I was in a Czech restaurant that displaced four currencies that were once of value in Czechoslovakia—
notes from the Austrian-Hungarian empire, notes after World War One as an independent nation,
notes after Hitler seized control, and notes after the Soviet Union seized control. All are worthless
other than as collectibles.

Data for Figures 1.10 and 1.11 from the Maddison Project, Website www.ggdc.net/maddison/mad
dison-project/home.htm. GK$ are defined as international Geary Khamis (not US) dollars, with
the intent of placing economic activity for each nation on an equal footing based on purchasing
power parity. Many more nations are represented than those included in Figures 1.10 and 1.11.
What is important is the relative standing of the individual nations. The Maddison Project Website
offers references for more material on GK$. Further information may be available from Ed Jones at
Ed.Jones@efpublishing.com.

US Inflation Calculator, Website www.usinflationcalculator.com. Enter $1 as cost in indicated year
for 2014 base year and the factor to be applied to GDP is given as “same item would cost.” The
resulting inflation factor has to be multiplied by the indicated year’s GDP in current dollars to obtain
GDP in constant 2014 dollars. See following footnote for source of global GDP and corrections
made to update last 2008 figure to 2014.

Regional economic activity drawn from the Maddison Project was totaled to obtain a global eco-
nomic output. It was noted that its 2008 value of $50 trillion GK dollars was less than the nominal
US dollar estimate of close to $63 trillion dollars. The reason for this is GK dollars are not US dollars.
The Maddison Project database allows extraction of economic data for many nations extending back
to 1965 to match the start time for BP Energy Statistics. The Maddison Project data was projected to
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2012 by utilizing World Bank data that the global economy shrank by 2.1 percent in 2009 versus
2008, with growth rates of 3.9 percent in 2010, 3.7 percent in 2011, 3.8 percent in 2012, 2.7 percent
in 2013, and 2.4 percent in 2014. Expressing economic activity in GK dollars is not a problem as
long as consistency is maintained and that these growth rates for global GDP in US$ would apply to
GDP in GKS$.

The X values in the trend line formulas do not refer to the specific year, for example 2015, but to
its ordinal number 51, where 1965 has an ordinal number of 1. A population of six billion people is
entered as 6,000 million.



2 Electricity and Utility Industry

The primary fuels are coal, oil, natural gas, nuclear, hydro, biomass, and renewables, but
these are not the forms of energy we encounter most often. Other than driving a car and
heating a home, the most common form of energy we encounter is turning on an elec-
trical switch. We use electricity for lighting and running all sorts of electrical appliances
and equipment. Electricity is a secondary form of energy derived from primary fuels and
is absolutely essential to running a modern economy. Its essentiality was demonstrated
during Hurricane Sandy in 2013 when loss of electricity to homes, businesses, banks
(including ATMs and credit card processors), and food stores, plus inability to pump gas
at filling stations, brought life to a standstill.

From this experience, it is no wonder that the ultimate weapon envisioned is an atmos-
pheric explosion of a nuclear device that can generate an electromagnetic pulse sufficient
to knock out a nation’s communication system and electricity grid, which would also ren-
der inoperative home computers, automobiles, and iPhones. Sad to say, this would totally
immobilize modern society. It is possible, by the way, for the sun to do the job. In 1859,
an electromagnetic pulse from an intense solar storm facing the Earth, which was observed
and described by astronomer Richard Carrington, knocked out the nation’s telegraphic
system, including electrically shocking operators and sparking fires.! Other Carrington
events occurred in 1972, affecting interstate telephone lines in the Midwest, and in 1989,
causing a major blackout in eastern Canada when electrical currents induced by a solar
flare burned out transmission lines and melted transformers. In 2000 a Carrington event
short-circuited radio satellites; in 2003 destroyed spacecraft solar flare measuring devices;
and in 2006 disrupted satellite-to-ground communications and Global Positioning System
navigation. In July 2013, a potentially devastating Carrington event from a coronal mass
ejection crossed Earth’s orbit at a point where the Earth would have been two weeks
later. Those who walked on the moon risked their lives if they were directly exposed
to the radiation of a solar flare. The crew in the international space station moves into a
protected area when the space station is exposed to a solar flare. It goes without saying
that modern technology has increased our vulnerability to the unexpected and the unan-
ticipated. This chapter deals with electricity, its origin, the organizational structure and
system operation of utilities, energy sources, and electricity consumption.

See the Companion Website for sections on the Early History of Electricity and
Generating Electricity Commercially: www.routledge.com/cw/nersesian.
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Electricity Is Derived Energy

Electricity and oil, while both forms of energy, are far different from each other. Crude
oil, sometimes considered a common indistinguishable commodity, which it is not as
different grades of crude oil have different properties, is made into a myriad of differ-
ent petroleum products and petrochemicals, which can be stored. Various forms of
energy generate electricity where one electron is identical with others, which cannot
be stored, at least not yet in commercial quantities. Electricity is a form of just-in-
time production with no delay between generation and consumption. Oil product
flows are directed by pipelines, tankers, and tank trucks from one location to another
and stored for future use, a process that can be described by flow and stock diagrams
in systems analysis. Electricity, on the other hand, follows the path of least resistance
unless phase-angle regulators are installed that can control power flow through inter-
connected power systems. Ultimately there is no way to identify one electron from
another or to direct electricity from a generating plant to a particular customer unless,
of course, a single generator is serving a single customer. A customer has no idea of the
origin of electricity regardless of the identity of the payee on an electric bill in systems
where electricity from different generating plants is fed into a common transmission
and distribution system.

Electricity is a charge measured in coulombs; electrical energy is measured in joules
and is the flow of electrical power over time. Electrical power is measured in watts
(W; one joule per second) to honor James Watt for his pioneering work in developing
the steam engine. James Watt needed some measure of the output of a steam engine for
marketing purposes. He decided that a horse, a primary source of power at that time
known by all, could pull with the force of 180 pounds to turn a mill wheel 2.4 times per
minute. With a radius of the mill wheel of 12 feet, one horsepower was initially defined
as 32,572 foot-pounds per minute, which was subsequently standardized as the power
necessary to lift 550 pounds 1 foot in 1 second (550 foot-pounds per second or 33,000
foot-pounds per minute). For short spurts in time, we can operate at 1.2 horsepower,
while a trained athlete can get up to 2.5 horsepower. One horsepower turned out to be
equivalent to 745.7 W. But a watt is not defined in terms of horsepower but as the power
of 1 joule per second, and a joule is in turn defined as energy required to accelerate a 1
kilogram mass with 1 newton of force for 1 meter. A newton of force is defined as the
force necessary to accelerate a mass of 1 kilogram at 1 meter per second. A joule is also
defined as the power in an electric circuit where the potential difference is 1 volt with 1
ampere of current. Perhaps it is better to think of a watt as one-hundredth of the power
needed to light a 100 W bulb.

The terms electricity and electrical energy are used interchangeably even though they
are technically quite different. Generators cannot make electricity (technically electrical
energy) because electricity similar to temperature is a property of matter. An electricity
generator “pumps” an electrical charge back and forth inside a wire 60 times per second,
and electromagnetic fields created around the wire are what is known as electrical
power. Electrical power flowing through a motor, heater, or light bulb over time
becomes electrical energy that turns the rotor and warms or lights a room. Electrical
energy is electrical power performing some function over time. One hundred watts can
light a 100 W bulb—that is power. Keeping the bulb lit for 1 hour is 100 Wh—that is
energy. A watt is a measure of “capacity” to deliver power, whereas watt-hour is the
amount of energy or power delivered over time. Power is what can be delivered at a
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moment in time, and energy is the integral of power over time. Kilowatt-hours (kWh)
charged in an electricity bill from the local utility represent the electrical energy con-
sumed by the customer.

To produce electricity, a turbine is rotated to drive an electricity generator. Steam is
the most common motive force of rotating a turbine and is produced by burning coal, oil,
natural gas, and biomass, or from a geothermal or nuclear source. Falling water, tidal cur-
rents, river flow, wave action, and wind are other motive forces to rotate a turbine. The
only manmade source of electricity not created by rotating a turbine is a solar photoelec-
tric cell that converts sunlight directly into electricity. Our capacity to generate electricity
pales to insignificance when compared to nature. Enormous circulating electrical currents
surrounding the Earth’s core create the magnetic field that deflects charged particles from
the sun that would otherwise strip away the protective ozone layer, allowing harmful
ultraviolet and cosmic radiation to destroy life on Earth. Lightning occurs when the
buildup of static electricity at different cloud levels, or between a cloud and Earth, creates
a voltage differential large enough to overcome the resistance of air to conduct electricity.
If lightning could be harnessed, it would easily fulfill humanity’s dream of unlimited and
free electrical power.

System Operation

Electricity i1s generated at about 35,000 volts and then stepped up by transformers in
voltage to anywhere from 250,000 volts for older generating plants to 800,000 volts for
modern. Power transported by an electric line is equal to current multiplied by voltage.
Energy lost in the power line (mostly as heat) is the square of current multiplied by the
resistance of the line. Thus, the same amount of power can be transmitted with less line
losses if the voltage is increased to lower the current. Since line losses are lower for higher
voltages, transmission systems transmit electricity with as high a voltage as possible to a
point close to consumers. A distribution system starts when the high voltage electricity is
stepped down to lower voltages. The initial step-down at a transformer station may be to
70,000 or 130,000 volts to distribute electricity to major industrial users. Another step-
down may be to 15,000 or 25,000 volts at a transformer substation to distribute electricity
to large commercial enterprises. Voltage step-downs vary considerably from one utility
to another. For residences and small commercial establishments, the final step-down to
120 or 240 volts is done by transformers mounted on the nearest telephone/electric pole.
Step-downs for those connected to underground electric cables are done as close as pos-
sible to end users to minimize line losses. Care has to be exercised in locating transformers
to ensure safety from potential sparking.

Unlike fossil fuels, there are few ways to store electricity. Conventional batteries are
incapable of storing the amount of electricity required to support the operations of a util-
ity. Development of a cheap means to store enormous quantities of electrons would be a
game changer in the world of electricity. Until this occurs, the electricity business is the
only one that operates without an inventory. Some maintain that water in the back of
a dam can be considered stored electricity. Using this logic, a pile of coal sitting outside
a generating facility is also stored electricity. But water and coal are not electricity until
they provide the motive force to rotate a turbine to drive a generator. Once generated,
electrical energy flows close to the speed of light between the generator and the consumer
when the switch is turned on and stops just as abruptly when the switch is turned off.
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Unlike oil or natural gas in a pipeline, throttling a valve does not control or direct the
flow of electricity. Unless directed by phase—angle regulators, electricity follows the path
of least resistance. If that path leads to overloading a transmission line and melting the
wires, so be it. Although breakers protect transmission lines from overloading, the usual
way to decrease flow of electrical energy through transmission lines from region A to B is
to raise output of electricity at B and cut output at A, assuming power providers at both
locations. Changing outputs at A and B can have unpredictable eftects on the flow of
electricity between A and B and other nodes in an electricity distribution system.

During times of low demand, when transmission systems are not limited by capac-
ity constraints, electricity rates are fairly uniform throughout a region. During times of
heavy demand, transmission capacity constraints create local rate disparities if a system
is established that involves an auction-like process to determine local rates at principal
node or connecting points. For instance, reducing output at A, to prevent overloading
the transmission system may involve a low-cost electricity generator, and increasing
output at B, as a substitute source, may involve a high-cost electricity generator. This
creates a price disparity between points A and B. Another cause of a price disparity
between two points is line losses; that is, what goes into a transmission system is not
what comes out.

Handling Peak Demand

Other than pumped storage plants and proposed systems to utilize compressed air and
spinning fly wheels and until the technological development of a super battery, there is
no way to store large quantities of electricity. The system of generating and transmitting
electricity must adjust to variation in demand instantaneously. Variation in demand is
significant over the course of a day when peak day time demand may be double that of
night time, over the course of a week when more electricity is consumed on weekdays
than weekends, and over the course of a year when electricity demand peaks from air
conditioning during summer hot spells. In cold climates in areas where electricity heats
homes such as in eastern Canada, peak demand occurs during the winter. Some areas have
a morning peak and an afternoon peak, while others have one during the afternoon and
an even higher peak during the early evening hours, but more typically a single mid-afternoon
peak. To meet peak demand, peaking generators have to be purchased, but there are
exceptions, such as where there is ample hydropower capacity available to satisty peak
loads. Peaking generators are usually combustion turbines (modified jet engines) fueled
by natural gas that have a fast startup time to react to surges in power demand. They may
run for only a few hours on weekdays during summer hot spells to meet air conditioning
demand in homes and offices. Amortizing the annual cost of peaking generators over such
a short period of operating time makes for extremely expensive electricity. Yet, if peak-
ing generators were not available, blackouts would ensue unless other arrangements have
been made to curb demand.

There are a number of ways to handle peak demand by either supply or demand
management. One example of supply management is to pay operators of office build-
ings and factories to disconnect from the grid during times of peak seasonal demand
and supply themselves with power by operating their emergency backup generators.
Another arrangement is for heavy users of electricity to slow operations during times
of peak demand and shift some of their load to times of reduced demand. Some plants



36  Electricity and Utility Industry

(e.g., aluminum smelting) have their own electricity generating capacity. During times
of peak demand, it may be more profitable for these plants to curtail production and sell
excess electricity to utilities. Other companies pay a lower rate for an interruptible supply
of electricity and are willing to be disconnected for a few hours a day during peak sea-
sonal demand to benefit from lower electricity cost for the rest of the year. They may, of
course, have backup generators to support their operations when this occurs. Companies
desiring uninterrupted service pay a higher rate to ensure that there is always enough
generating capacity available to sustain their operations.

One way to handle peak demand is installing timers on appliances, such as hot water
heaters, so that they operate only during nighttime lulls in electricity demand. The more
common form of demand management is time-of-day metering, with electricity rates
varying by the hour in response to demand. More costly electricity during times of peak
demand creates an incentive for individuals and businesses to reduce their electricity load
by cutting back on their air conditioning for an hour or two when rates (and tempera-
tures) peak. With flat rates that now prevail for most consumers, the cost of running an
air-conditioning unit is the same regardless of the time of day. Consumers are not sensi-
tive to fluctuations in market priced electricity during times of peak demand. Demand
management makes them sensitive to time of day and day of the week. Running washers
and dryers at night and on weekends can significantly reduce electricity bills. The last
resort for accommodating peak demand without sufficient generating capacity is con-
trolled by rolling blackouts that cover difterent areas for relatively short periods of time,
announced or otherwise, to reduce demand below generating capacity. Failure to take
effective action when demand exceeds supply will result in a loss of system control and
an unplanned blackout.

Apncillary Services

System operation is a critical function that controls the output of generators to satisfy
demand in real time, where electrical energy flows at the speed of light over the path of
least resistance, without the benefit of being able to draw down on inventory. The system
operator must deal with imbalances between supply and demand, congestion (overload-
ing transmission lines), and ancillary services. Ancillary services include scheduling and
dispatch, a commitment and coordination in generation and transmission to maintain
the reliability of the power grid. Other aspects of ancillary services are reactive power
to compensate for voltage drops, frequency control to maintain frequency (cycles per
second) within intended bounds, and operating reserves to ensure that capacity can be
quickly dispatched for sufficient energy generation to meet unexpected load fluctuations.
Spinning reserves are generators already online that are able to rapidly increase their out-
put to meet sudden changes in demand. Backup power is needed to meet unexpected
demand, generator failure, low water in a hydro dam reservoir, calm winds for wind tur-
bines, and cloudy days for solar arrays. The system operator is responsible for scheduling
(planning future starting and stopping of generators) and dispatching (real-time starting
and stopping). Scheduling and dispatching have to be carefully coordinated to prevent
overloading transmission lines while maintaining system stability with continually fluctu-
ating demand. Overloading transmission lines and/or losing system stability are the root
causes for blackouts that can spread over large areas of a nation through utility intercon-
nections and last for extended periods of time.
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Clearly a cost effective, high capacity storage battery would provide an inventory
of electricity that could be drawn down during periods of peak demand, which would
reduce the need for peaking generators. High capacity storage batteries would stabi-
lize the system by providing electricity during times of operational difficulties or load
imbalances or transmission constraints. Storage batteries would be recharged at night
with cheap electricity generated from excess capacity. Generally speaking, wind energy
is useless at night and storage batteries would allow night-time generation to be sold
when needed during the day. An inventory accumulated when electricity is cheap and
sold when electricity is dear reduces the average cost of electricity. Enhancing utiliza-
tion of electricity generating capacity at night whose output can be stored for day-time
consumption flattens the demand curve, requiring fewer generating units that can be
operated nearly continually over the course of day and night. This reduces capital charges,
another source of savings for the consumer. However, one of the benefits of a non-flat
demand curve is that there is time when a generator is not needed and maintenance can
be conducted while it is idle. For a flat demand curve, extra capacity would be needed to
stand in while units are taken out of service for maintenance and repair.

Methods of Rate Regulation

The roots of regulation go back to the days of manufactured gas that preceded natural gas.
Electricity faced the same problem as manufactured gas where customers must deal with
a natural monopoly. A natural monopoly occurs when there is a single electrical wire or
single manufactured gas pipeline entering a house, originating from a single provider.
Multiple transmission and distribution lines from a number of competitive generators for
electricity or a number of competitive pipelines from different manufactured gas plants
connected to individual households and businesses would give consumers a choice of
provider. But the electricity rate or manufactured gas price would be inordinately high
because of what amounts to a gross redundancy of productive and distributive capacity.
The investment would be far smaller having a single wire entering a household or busi-
ness from a single generator or a single pipe from a manufactured gas plant. This would
result in lower electricity or manufactured gas rates to amortize a smaller investment in
highly utilized assets.

Focusing on electricity, a natural monopoly comes into being once a decision is made
to have only one wire from a generator connected to each consumer from a single pro-
vider. Once a monopoly is established, a company might be tempted to take advantage
of the situation and raise the price of electricity to the point where it would become
cheaper to have competitive suppliers with multiple generators and transmission and
distribution lines. In a monopoly, there is no inherent impediment from charging high
rates other than the monopolist’s conscience, usually seared in the process of becoming
a monopolist, plus the threat of consumers throwing the switch and doing without. To
prevent a natural monopoly from behaving like a true monopoly, government bodies
granting franchises to create natural monopolies also established regulatory agencies to
govern rates and oversee business and operating practices. Rates set by regulators cover
operating costs and provide a fair rate of return on the monopolist’s investment. A fair
rate of return takes into consideration the return that can be earned by investing in other
businesses of similar risk in order for a natural monopoly to attract sufficient capital to
support its operations. A regulated utility serving a franchise area, with rates set to cover
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costs and provide a return on investment, has little risk compared to a manufacturing
company. A manufacturer must compete against others for the consumer’s dollar with
little in the way of consumer allegiance if a competitor brings out a better product at
a lower price. A fair return reflecting the inherent risks ensures that a regulated utility
can attract sufficient capital to build its asset base to satisfy customer demand. Normally
the rate of return for a regulated utility is less than that of a manufacturer because risks
associated with a utility, where rates are legally obligated to cover costs, are far less than
a manufacturer having to sell its wares in a competitive and fickle marketplace. The rate
of return on the equity of a public utility is often some premium over interest rates of its
bonds to cover the additional risk faced by equity holders in case of a liquidation, which,
in theory, should never occur.

From the perspective of regulators, the simplest way to organize a utility is as an inte-
grated utility company that provides the complete package of generation, transmission,
and distribution for a designated area covered by a single rate. Integrated utility compa-
nies can obtain high credit ratings if the regulators ensure that electricity rates provide
ample cash coverage over interest expense. Whether cash coverage is one time interest
expense or three times interest expense makes a great deal of difference in investors’
willingness in buying a utility’s bonds and in the credit rating awarded by third-party
institutions such as Standard & Poor, Moody, and Fitch. A high credit rating results in
lower interest rates on debt issued for capital expenditures, which in turn reduces inter-
est expense and, thus, electricity rates. Too high a regulated rate on electricity would be
reflected in a higher return on investment than warranted for the business risks faced by
a regulated utility. If, on the other hand, regulators are too eager to squeeze electricity
rates for the benefit of consumers, they are also reducing cash flow coverage of interest
expenses that can lead to a cut in a utility’s credit rating. This results in higher interest
rates as investors compensate for the greater perceived risk of default by demanding a
higher return. Rates then have to be increased to compensate for the increased interest
expense. If the regulators squeeze rates too far for the benefit of consumers, then a utility
may not be able to raise the necessary capital to sustain its asset base, making it unable to
meet its obligation to provide a reliable and ample supply of electricity to a growing pop-
ulation with higher living standard expectations. Too little pressure by regulators results
in high electricity rates and a return on the utility’s investments above that, reflecting its
inherent risks (a phenomenon for which there appears to be no historic precedent!). Too
much pressure on rates (the prevalent phenomenon) can threaten a utility’s operational as
well as its financial viability. Regulators must walk a fine line in approving rates, balanc-
ing the opposing needs of providing low-cost electricity to the public and ensuring that a
utility has the financial wherewithal to carry out its obligation to the public. Rate-setting
guidelines for regulatory commissions were established by the Supreme Court Hope
Natural Gas case of 1944 when it was decided that rates should be determined not on a
formula basis or some overarching methodology but on a pragmatic basis. Rates should
be set at a level sufficient to ensure reliable operation and to attract capital to maintain
the company as a viable entity with a return on investment commensurate with risks
assumed by investors.>

The general approach to rate setting is for the utility to initiate action by filing a
rate case to its public service commission (PSC). The PSC staft reviews the application
and intervenors submit their opinions to PSC, which takes 2—3 months. Intervenors
can be larger consumers of electricity who are not willing to pay more than necessary
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or could be public advocates representing the collective interests of homeowners and
small businesses. Upon submission, the utility submits its rebuttal to PSC and public
hearings are held. This step of the process, which takes 6—8 months to complete, ends
with a recommendation by an appellate law judge based on expressed opinions. The
next step is PSC issuing the final rate order whose findings are confined to the record
of the rate case itself. A PSC decision can be appealed by intervenors to the PSC or
judicial courts. While these avenues of intervention are available, as a practical matter
few PSC decisions have been reversed once promulgated. Obviously a rate case can be
a multi-year event.’

Rate base is the value of property on which a public utility is permitted to earn a
specified rate of return in accordance with rules set by a regulatory agency. In general,
the rate base consists of the value of property used by a utility in providing its service.
Allowed profit is the rate base multiplied by the allowed return on equity and the equity
ratio. To obtain required revenue, allowed profit is grossed up to compensate for taxes
along with adding costs in the form of interest, and operating and maintenance (O&M).
While fuel costs are generally treated as a pass-through expense, an estimate of their
future cost is built into the electricity rate to be charged. An electricity rate is required
revenue, including fuel, divided by expected electricity sales for a stipulated period of
time. This rate is often divided into two parts, a fixed monthly charge and the rest
dependent on actual demand.

On the surface, regulation of rates based on costs, including a reasonable return on
investment, appears to be a sound approach for ensuring that a natural monopoly is prop-
erly funded to provide its intended service at a reasonable cost, including an adequate
capacity to meet future needs. However, two problems are associated with regulation of
cost-based rates. The first is absence of any incentive to be efficient because all operating
costs are rolled into the regulated rate charged to customers. In fact, there is an incen-
tive to be a little inefficient when rates are being negotiated to obtain a higher rate, then
improving efficiency after the rate has been set to enhance profitability. The second is
the incentive to overinvest in plant capacity as the return is not only competitive but also
more or less guaranteed by the rate-setting mechanism. To combat these drawbacks of
cost-based rates, regulators review a utility’s operations and have the power to replace
management if operations are not up to a reasonable set of standards. With regard to over-
investment, regulators normally insist that a utility clearly demonstrate that new electricity
generating capacity, or any significant capital investment, is needed before approving the
expenditure of funds. Despite the best attempts by regulators, who are themselves subject
to influence by those being regulated, a lingering suspicion existed that cost-based rates
were higher than necessary.

This turned out to be the case when rates fell after privatization of the British electric-
ity industry, a process that started in 1988. At that time, the British government under
Margaret Thatcher became concerned over what was perceived to be overpriced elec-
tricity from cost-based rates and announced its intention to privatize the government
owned and operated electric utility industry. The transformation of a socialized industry
to several competing commercial enterprises as part of a national energy policy began in
earnest in 1990 and was essentially completed by 1999. During this period, retail rates
for individual consumers and households fell by 20 percent, 34 percent for small indus-
trial customers, and 7-8 percent for medium and large industrial consumers. The overall
decline in wholesale electricity rates averaged 2.1 percent per year, demonstrating the
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ability of market pricing to lower electricity costs to consumers over regulatory cost-
based pricing.*

In the US, the roots of deregulation—some prefer to call it liberalization because the
utility industry is still highly regulated under deregulation—go back to the 1973 oil crisis.
President Nixon’s Project Independence was aimed at reducing the nation’s dependence
on oil and natural gas by switching to other fuels and encouraging energy efficiency and
conservation to cut overall energy demand. At that time, oil and natural gas each con-
tributed 20 percent of the fuel consumed in electricity generation. Project Independence
sought to cut oil consumption in electricity generation to reduce imports. Though natu-
ral gas was indigenous, there was a belief that a natural gas shortage might develop if
there were a significant switch from oil to natural gas for generating electricity. Project
Independence focused on the development of nuclear power, coal, and renewables for
generating electricity.

The electricity generating industry operated under the Public Utility Holding Act
of 1935, a law that had dismantled the pyramid utility holding companies of the 1920s
that collapsed during the Great Depression of the 1930s. The Act restored the utility
business to its original state in which a single corporate entity provided electricity (and
natural gas) to a franchise or specified area protected from competition. Within their
franchises, utilities were lords and masters of generation, transmission, and distribution,
subject, of course, to regulatory oversight. A cozy arrangement existed between elec-
tricity providers and regulators because of continual falling of electricity rates due to
economies of scale and improved technology. As these advantages were fully exploited
and it became more difficult to maintain falling rates, friction developed between regula-
tors and utilities. The cozy relationship ended with the 1973 oil crisis. Congress, fearing
that utilities would resist adopting new technologies that would further reduce rates,
passed the Public Utility Regulatory Policies Act (PURPA) of 1978 under President
Jimmy Carter. PURPA required state regulatory commissions to establish procedures
for qualifying facilities (QFs) that were not utilities to sell electricity to utilities gener-
ated from renewable energy sources, waste, and natural gas fueled cogeneration plants.
Cogeneration plants were favored for their high thermal efficiency, double that of a con-
ventional plant, because of their utilization of waste heat from generating electricity as a
source of hot water for apartment complexes and industrial processing plants. PURPA
could be viewed as a form of government coercion in support of cogeneration plants
and renewable energy sources, but that turned out to be only part of the story. PURPA
made it obligatory for utilities to buy electricity from QFs paying the “avoided” cost,
the amount that a utility would have to pay for replacement electricity if it did not buy
electricity from the QF. If the avoided cost made it profitable for independent power
producers (IPPs) to invest in qualifying electricity generating facilities whose output had
to be purchased by utilities, so be it. Some states, most notably California, required utili-
ties to buy electricity at a rate above avoided cost in order to jump-start new electricity
generating technologies involving solar, wind, and biomass.

The overall effect of PURPA was to raise electricity rates, and by this narrow defini-
tion, it could be considered a failure. But PURPA was the first intrusion of independent
third parties into the monopoly of electricity generation and also challenged the concept
of having a few large nuclear and coal fired plants supplying a wide area through long dis-
tance transmission lines. These centralized plants were burdened with billions of dollars of
cost overruns and years of construction delays, resulting in a cost of electricity far higher
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than originally envisioned. As these plants established avoided cost, PURPA opened the
door to having a more distributive system in which renewables and natural gas cogenera-
tion plants serve smaller areas.

Fear that utilities would exercise their monopoly control over transmission lines to
make it difficult for QFs to develop a competitive market for major utility customers
was dealt with in the Energy Policy Act of 1992 and the Federal Energy Regulatory
Commission (FERC) Order 888 of 1996, which began the transformation of electricity
transmission under the strict control of a utility or a group of utilities into a common
carrier. As a common carrier, the transmission company was open to all generating
plants charging the same rate exactly like a railroad charging the same rate for all ship-
ments regardless of the shipper. These three legislative acts (PURPA, Energy Policy
Act of 1992, and FERC Order 888) established the opportunity for the emergence of
wholesale competition in electricity within the regulatory framework governing natural
monopolies. In addition to federal support, there was state support. California was a
particularly strong supporter of deregulating the electricity industry (again deregulation
does not mean doing away with regulation, but introducing competition). California
had among the highest electricity rates in the nation, caused in part by its enthusiastic
support and endorsement of PURPA legislation to support renewable energy sources,
particularly wind.?

Deregulation/liberalization entails the unbundling of generation, transmission, dis-
tribution, and system operation. As an integrated utility, one rate covered all operating
and capital costs associated with generating and delivering electricity. In order for
IPPs to compete for the business of the utility’s customers, it was necessary to break a
single cost for integrated service into three separate cost components for generation,
transmission, and distribution—an accountant’s delight to say the least. An immediate
problem arose for integrated utilities when shifting from cost-based to market-priced
electricity. Under the old regulatory regime, cost overruns such as those associated
with building nuclear powered plants were simply rolled into the rate base where
higher electricity rates generated the revenue to amortize the cost overrun plus interest
(Long Island Lighting not being reimbursed by its customers for costs associated with
the closure of Shoreham nuclear plant was an exception). With third-party access to
generation permissible and with IPPs relying on more energy efficient, lower capi-
tal cost generators run on natural gas (whose price had fallen when the natural gas
“bubble” appeared and hung around for two decades after the first energy crisis),
market-priced rates for electricity fell below cost-based rates. The market rate of
electricity applied to nuclear power and other large plants plagued with huge cost
overruns, which when discounted into the future did not create a book value for these
generating assets that was even close to covering their capital costs. This would have
necessitated writing down the book value of the assets to their market value, resulting
in a diminution and, in some cases, an elimination of shareholders’ equity. This differ-
ence in asset value between cost-based and market-priced electricity rates was given a
name: stranded costs. To save utilities from having their creditworthiness impaired—
resulting in lower bond ratings and higher interest rates—an incremental charge was
added to electricity rates to cover stranded costs. This increment, charged to all sources
of electricity including IPPs, was paid to the affected utilities until their stranded costs
were liquidated. The existence of stranded costs was proof positive that rates based on
costs were not the most economical way to generate electricity.
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Operating Models in an Era of Deregulation/Liberalization

Where once there had been one model for the electricity business, now there are four.
The first model is the traditional, vertically integrated monopoly, still operating in many
parts of the world, where rates are regulated to cover costs and provide an acceptable rate
of return on capital assets. This model still exists in the US where population density is
not large enough to support competition afforded by deregulation. The second model
resulted from PURPA legislation in 1978 that gave IPPs third-party access to utilities.
This initial step in liberalizing the industry took the form of a utility entering into a long-
term, life-of-asset contract to buy the entire output of the IPP’s generating plant. An
IPP was forced to enter into a life-of-asset contract with the utility; otherwise, its invest-
ment was at risk because an IPP did not have access to transmission lines, and without
such access, an IPP could not compete with the utility to supply the electricity needs of
the utility’s customers. This made an IPP entirely dependent on the utility for its return
on and of the investment. This model has been adopted fairly widely in Asia and South
America as a means to attract private capital for increasing the generating capacity of
state-owned utilities. Creditworthiness for financing building of a generating plant relies
primarily on the nature of the contract between an IPP and a state-owned enterprise, not
on an IPP’s creditworthiness. Of course, potential investors scrutinize an IPP to ensure
that it can carry out its operational responsibilities, but security for repayment of debt is
based almost exclusively on the sales contract. By issuing what essentially is a self-funding
life-of-asset contract to buy the entire output of an IPP’s generating plant, a state-owned
enterprise does not have to tap external sources of funds or borrow from the government
to increase its generating capacity.

The third model gives IPPs access to the transmission system and the ability to enter
into contracts with major consumers such as large industrial enterprises and even a utility’s
distribution company that serve the general population and businesses. This model opens
up direct competition by IPPs for the utility’s major customers and was first put into
effect in Chile, followed by Argentina, the United Kingdom, and New Zealand. The US
does not have a national policy on how the utility industry is to operate, but the third
model was instituted in parts of the US through utility pools. In the third model, each
generator, whether owned by a utility or an IPP, pays a fee for the use of the transmission
system. The fee covers the operating and capital costs of the transmission system, in eftect
converting the transmission system into a common carrier in operation, if not in actuality.
The rate can be a “postage stamp” rate, which is the same regardless of the distance of
transmission, or be based on distance. While the latter may be preferable because distance
plays a role in determining the cost of a transmission system, most transmission projects
have rates set on costs, not distance, partly because there is no way to track electricity.

Each generator becomes an independent supplier regardless of its ownership, selling
electricity under a variety of contractual arrangements with buyers. Term contracts run
for a period of time and cover the generation of electricity for specific times during the
day. They could be for 24 hours a day, 365 days per year for life-of-asset to cover base
demand or, more commonly, contracts focus on day-time demand and may cover a
number of months or years. Negotiated in a market environment, term contracts fix the
cost of electricity for consumers and revenue for providers. Term contracts account for
the bulk of generated electricity and are arranged directly between a utility and IPPs as
suppliers and a utility distribution company and large industrial enterprises as consumers,
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or indirectly through intermediate market makers. Care has to be taken on the part of
the utility either owning or not owning generating units (e.g., Con Edison) not to enter
into too many term contracts to avoid the take-or-pay provisions whereby the utility
must pay for all the electricity covered by the term contract regardless of whether it can
be used. If this provision were not in term contracts, then the term contracts would
not have the financial wherewithal to serve as collateral for building new electricity
generating capacity.

Thus, there is some margin between the amount of electricity covered by term con-
tracts and ownership and perceived demand. This margin is handled by the spot market.
On the spot market, consumers (utilities) indicate the amount of estimated electricity
that they need to cover specified time frames in the current and day-ahead market.
Providers, usually IPPs, submit bids for what they are willing to sell the output of par-
ticular generating units in that time frame, net of term contract commitments. As an
example, a provider may fix 75 percent of the output of a generating unit with term con-
tracts and let the remaining 25 percent be available for spot market sales. Term contracts
usually provide minimum revenue to allow a project to be financed largely by debt, with
the ultimate profitability of the project determined by the state of the spot market. Bids
may apply to hourly intervals in the day-ahead market or to the current spot market or
some other time interval such as 5 minutes. A computer program determines the clearing
price or rate where supply meets demand for a specific time interval of the day-ahead
and current spot market. The clearing price is the bid of the last generator needed to
meet demand and this bid becomes the clearing price of all selected generators regardless
of what they actually bid.

Day-ahead spot market is a contractual arrangement that meets anticipated needs not
covered by ownership or term contracts with other utilities and independent power pro-
viders. Current spot market handles differences between planned and actual consumption
of electricity. Part of this difference is intentional to ensure that a utility is not paying
for electricity that it cannot use. The rest is random in nature from buyers not needing
all, or needing more, electricity than anticipated, unexpected generator and transmis-
sion problems that reduce availability of contractual electricity, and actions necessary
to keep the system stable. Day-ahead and current spot rates are not determined for an
entire region, but at node points (usually sites of generating capacity) or defined zones.
Rate disparities between nodes or zones are primarily determined by system transmis-
sion capacity constraints, line losses, and differences in generating costs. Rate disparities
provide vital economic signals for determining the size and location of additional trans-
mission and generating capacity, something entirely missed under cost-based rates of a
vertically integrated utility.

Obviously generators have different fixed and variable costs depending on their capital
investment, efficiency for converting energy to electricity, type and price of fuel, oper-
ating and maintenance costs, and nature of ownership. Generating plants owned by the
US government and by state and municipal authorities operate in a tax-free environment
and have access to more favorable financing alternatives than investor-owned utilities
and privately owned generators. Capital costs and fixed costs of operation and marginal
(variable) cost of operation determine the electricity rate under a term contract. Having
a lower capital cost such as operating in a tax-free environment gives the operator an
advantage over those who do not. Marginal costs play an important role in the spot rate-
setting mechanism. Marginal costs reflect the variable costs of operation, mostly fuel with
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other relatively minor costs that vary with output, but do not cover fixed operating and
capital costs, which are considered sunk costs in setting marginal rates. Continual opera-
tion at marginal costs will eventually drive an IPP out of business. It is like a taxi fare that
only covers variable costs for fuel, but not fixed costs of a driver, maintenance, insurance,
and financing charges, with no allowance to accumulate funds to buy a replacement cab.
Obviously operating at marginal costs cannot last forever.

Coal, nuclear, and hydro powered plants have the lowest marginal costs because of
their relatively low fuel costs (hydro plants have no fuel costs). Nuclear power and coal
fired plants do not respond well to fluctuating demand as they require considerable time
to ramp output up and down, measured in days for startups and shutdowns. These plants
normally supply base load electricity and enter into term contracts for their entire output
or are owned by the utilities. Generators whose output is more easily adjusted (natural
gas and hydro) tend to serve fluctuating day-time demand. Coal and nuclear plants bid
on a 24-hour/7-day-a-week rate for the life-of-asset for base load employment, locking
out higher marginal cost generators fed by natural gas. However, the lowering of natural
gas prices from fracking along with lower capital costs for natural gas generators, coupled
with higher energy efficiency, are challenging the economic viability of new coal and
nuclear plants to serve the base load market, and for that matter the economic viability of
unsubsidized solar and wind power.

Higher load demand during the day calls for a different type of term contract where
generators may supply electricity for 12 hours a day or less for a period of time that may
cover years. Much of the variable load demand is satistied by term contracts at a rate that
supports the economic viability of the generator. Obviously, this will have to be a higher
rate than that paid for base load plants to take into account extended periods of idleness.
Ownership and life-of-asset term contracts of base load plants and a variety of term con-
tracts for variable demand fix the electricity rate for the utility up to a point of comfort
that demand will fully utilize the electricity purchased from take-or-pay term contracts.
The spot market handles the difference between actual demand and electricity supplied
by owned plants and term contracts. Degree of reliance on the spot market is to minimize
the obligation to pay for unneeded electricity from term contract holders. While the spot
market represents a relatively small portion of overall demand, the economic signals it
provides for the expansion of electricity generating capacity are absolutely vital. This is
the element missing in a natural monopoly—costs are merely totaled and presented to
the customers as an electric bill. There was little guidance as to where and when and how
much to expand capacity, but the existence of a spot market covering distinct node points
commonly centered at generating plants does provide that guidance. This can then be
used to decide to increase transmission capacity from a generator not being fully utilized
or to build new generating capacity at the site with a high spot market rate.

As demand increases in the spot market, natural gas and other types of generators sub-
mit bids for different quantities of electricity at higher rates reflecting both higher marginal
costs and fewer available generators to submit a bid. Bids are tallied until demand is satis-
fied. Then the entire spot market rate for an hour’s worth of time, or other time interval,
is set by the last rate to clear the market, that is, the rate submitted by the last generating
plant whose output, when added to all the others, is sufficient to satisfy demand. This rate
becomes the clearing rate or single rate paid to all providers regardless of their actual bids.
This introduces game theory into the picture. In the submission of bids for the day-ahead
or current spot market, those who entered a low bid near marginal costs not only place



Electricity and Utility Industry 45

themselves on the list to be selected but will receive a higher rate depending on the bid
of the last generating unit to clear the market to meet demand. This higher wholesale
rate provides the additional revenue to pay sunk costs such as fixed costs of operation,
servicing debt to bondholders, and dividend payments to equity investors. As attractive
as this may sound, there is a real risk in this strategy. If too many electricity plants are
bidding low in the spot market to get on the list, the electricity rate for the last bidder
will reflect some improvement over the lowest bidding plants, but not enough for these
plants to operate profitably. If an IPP lacks sufficient term contracts to cover financing
charges, and if there is excess IPP capacity resulting in a weak spot market, then an IPP
risks insolvency. IPPs risk their capital when operating in the third model, which has led
to bankruptcies that would have rarely occurred in a fully regulated environment. On the
other hand, if too few generating plants are competing in the spot market, bidders will
become more aggressive, resulting in a higher clearing rate and profitability in owning
a generating plant with spare capacity. An IPP with fewer term contracts and a greater
exposure to the spot market can “clean up” by submitting a low bid to make sure that
some units are on the list and then withholding bidding on other units to force the mar-
ket up before submitting a much higher bid, that if accepted aftects all the units on the
acceptance list. Even if not accepted by submitting too high a bid, the provider will still
benefit by another generator on the acceptance list receiving the highest rate that cleared
the system. Moreover, the provider may withhold bidding at all and not mind being a
loser on one generating unit if others on the acceptance list are enjoying a bonanza of
high rates. The shifting aggressiveness in bidding on the part of IPPs for employment
of their units in the spot market when there are too many or too few generating units
available has a markedly strong impact on spot rates. Hence the spot market is a power-
ful indicator of the financial health of third-party providers along with being a signal to
expand transmission or generating capacity. As attractive as the spot market may be, most
IPPs prefer to enter into fixed term contracts to ensure their solvency, which would be
required by those providing the funds, and look to that portion of their output not fixed
by a contractual arrangement as the determinant of their ultimate profitability.

The fourth model gives IPP access not just to principal utility customers but also to
individual households and small businesses, which are handled by distribution companies
under the third model. In the third model, the transmission company becomes a de facto
common carrier to serve a buyer, which includes large-scale buyers such as distribution
companies, which supply thousands or millions of individual consumers. In the fourth
model, the distribution company also becomes a de facto common carrier and is paid a
tariff that covers its operating and capital costs. Individual consumers select a provider
(be it the utility or an IPP) to supply their needs. An electricity bill then has three com-
ponents: the contractual arrangement with the electricity provider, a common-carrier
charge for the transmission company, and another for the distribution company. The
transmission common-carrier charge may be incorporated into the cost of electricity.

The great advantage of the fourth model is the introduction of a choice of competitive
suppliers along with a means to control costs through demand management, also avail-
able in the third model for large industrial users and distribution companies. Demand
management can only occur if time-of-day automated reading meters or smart meters
are installed in order for rates to reflect what is being paid to wholesale providers in terms
of term contracts and spot market purchases. This gives individuals and businesses an
incentive to reduce electricity usage during hours of peak demand when rates are high
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by shifting a portion of electricity demand to periods of base demand, when rates are
low. By individuals and businesses managing their load, electricity bills are lowered and
utilities experience less peaking of demand and thus less dependence on high-cost peak-
ing generators.

The third and fourth models of direct access to large and small consumers require
separate control over transmission independent of generation. In England, it was rela-
tively easy to separate transmission from generation, and transmission from distribution,
during privatization of a government-owned industry. The government simply organ-
ized new corporate entities to serve these three functions as they wished, without much
ado other than from those directly involved in managing and operating the proposed
companies. Restructuring the electricity utility business is much more complicated in
the US where generating plants are owned by private and public institutions. Regulation
of investor-owned utilities is by individual states and, by definition, not regional or
national in scope. Municipal-owned utilities are regulated by municipalities, and the US
government-owned utilities are under the control of the federal government. FERC
regulates electricity transmission lines, natural gas pipelines, wholesale rate of electricity
between utilities, and wholesale power trading.® But FER C is not really in a position to
impose a national policy on electricity. This confused and complex regulatory environ-
ment makes it difficult for the US to develop a national policy on electricity generation
and distribution, which may seem strange considering the importance of electricity in
the national economy. On the other hand, the system seems to work effectively without
strong leadership or guidance on a national level.

Municipal utilities own generating plants along with investor-owned utilities and also
the US government, which owns hydro and nuclear powered plants under the Tennessee
Valley Authority in the east and under the Bonneville Power Administration in the west
for hydro plants on the Columbia River. The dichotomy of ownership also exists for
transmission lines in the US. Transmission systems within an integrated utility’s franchise
area are owned by the utility. Interconnecting transmission systems may be owned piece-
meal for those portions of the system passing through a utility’s franchise area or by a
separate corporate entity or the US government. The US government owns transmission
lines associated with its generating plants and has also played an active role in providing
loans and grants for utilities to build transmission lines to rural America under the Rural
Utilities Service (formerly the New Deal Rural Electrification Administration).

In a deregulated system, utilities continue to own, operate, and maintain transmission
lines, but they cannot have any real or perceived influence or control over their usage.
If utilities could influence or exercise control over transmission, then the transmission
system could be employed to their advantage and to the detriment of IPPs. This would
hinder the formation of a competitive market for electricity where rates are determined
by supply and demand, not by those who have control over access to the transmission
system. In addition to open access to the transmission system, the rate-setting mechanism
tor wholesale providers of electricity utilities and IPPs cannot allow any single provider
to dominate the market. Studies have indicated that market domination might occur if
any single participant has more than a 20 percent share of the business. This implies that a
market free of manipulation that responds only to underlying shifts in supply and demand
must consist of at least a half dozen independent and somewhat equally sized partici-
pants. Of course, the more participants, the better the market in terms of depth (volume
of transactions and number of parties buying and selling) and freedom from potential
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manipulation. The mechanism for determining rates should be efficient (similar to a stock
exchange), liquid (easily transferable obligations to buy or sell electricity), and transparent
(transactions displayed and known to all participants). Besides equal access to transmission
and the right to compete in order to get the business of distribution companies and major
consumers, no cross-subsidies (regulated activities underwriting unregulated activities)
can be allowed, and a mechanism for dealing with environmental issues must be instituted
that does not interfere with the workings of the marketplace.

Deregulation requires a restructuring of integrated utility companies, separating gen-
eration from transmission, if not in ownership, certainly in operation. Historically the
system operator was responsible for the operations of a single integrated utility that owned
the generating units, transmission, and distribution systems within its franchise area. The
allegiance of a system operator cannot be dedicated to a utility when IPPs are trying to
cut deals with the utility’s customers. An Independent Systems Operator (ISO) must be
established that acts impartially and is not beholden to any provider. ISO is responsible
for scheduling and dispatching (turning generators on and off) and for accommodating
demand—taking into consideration bilateral sales agreements between buyers (consum-
ers) and sellers (owners of generating units), transmission constraints, and system stability.
ISOs in the US and Canada are responsible for operation of groups or pools of utilities
that cover a number of states and provinces. ISOs also control the system operation of
large areas of Australia and China and entire nations such as Argentina, England, France,
Mexico, and New Zealand.

Ideally transmission and distribution companies would become separate corporate
entities that own assets rather than assets being owned by investor and government
owned utilities. However, they would be considered quasi-utility stocks since the rate
they charge is regulated to cover their operating and financial costs. Ownership of trans-
mission companies in the US is split among integrated utilities, transmission utilities, and
the US government, with each owning various sections of the national transmission grid.
This arrangement makes decision making on expanding capacity cumbersome. Decision
gridlock has not been the cause of limited building of new transmission lines in the US;
rather, the cause is local opposition or BANANAS (building absolutely nothing anywhere
near anybody syndrome), which affects many industries. One problem with a proposal to
build new transmission lines is that they affect people over a very wide area, whereas new
power plants affect a local area. Opposition against transmission lines is more difficult to
handle as it involves people along its entire length. Without building new transmission
lines, the US is consuming the spare capacity of an aging system that spells future trouble.

Europe is making much more progress than the US in instituting a universal trans-
mission grid system. The European Network of Transmission System Operators for
Electricity also serves as a model for natural gas. Originally founded in 1999 to deal with
emergence of an internal EU electricity market, it was greatly expanded in 2008 as a com-
bination of 36 different European electricity transmission system operators (TSOs), since
expanded to 42 TSOs covering most of Europe. Its purpose is to enhance transparency
and promote integration of the individual TSOs. The organization establishes common
network codes, ensures coordination of network operation with common operational
tools, develops a 10-year development plan, and publishes reports to promote under-
standing of the organization’s mission. It measures success in terms of ensuring generation
and transmission adequacy for its members and establishing a European-wide energy
policy at least in regard to transmission.’
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Distribution companies can be treated as a utility and indeed some are. The best
example is Con Edison, whose only business is distribution after having shed all its elec-
tricity generating plants to third parties. Normally distribution is part of an integrated
utility as in the first model, with no change of function as the electricity system evolved
into the second and third and fourth models. Distribution also becomes a separate opera-
tion in the third and fourth models. In the third model, the utility cannot influence
the distribution company’s electricity purchases. But there is nothing that precludes a
distribution company from entering into a term contract with its owning utility as long
as other IPPs have been given equal access to bid for the business. The distribution com-
pany charges a regulated tariff that covers its operating and capital costs plus its electricity
purchases. Under the first two models, regulated rates for distribution companies cover
all costs, including the cost of electricity. This is also true for the third model. Under the
third model, distribution companies can make separate deals with IPPs, but there really
is no incentive for distribution companies to buy from the lowest cost source because
the cost of purchasing electricity, no matter what it is, is a pass-through direct to the
customer. There has been some movement by regulators to set up an incentive system
that rewards distribution companies if they can demonstrate that they have been more
successful in seeking the best deal for their customers than other distribution companies.
This reward could be in the form of incremental profits based on a portion of the differ-
ence between actual purchases and average purchases by other distribution companies.

Under the fourth model, the customers must select a provider, thereby reducing the
role of the distribution company to that of a conduit or common carrier for direct sales
between generator owners (utilities and IPPs) and individuals and businesses. This places
the responsibility for purchasing electricity squarely on the shoulders of consumers, not
distribution companies. If an IPP offers a better deal than that offered by the distribu-
tion company, then the distribution company loses what a customer pays for electricity,
which is essentially a pass-through to the provider, but still receives payment for dis-
tributing electricity, which is the bulk of its expenses. For the fourth model to work
most effectively, consumers need time-of-day smart meters that continually commu-
nicate electricity usage to the utility. This way the utility/IPP can charge for electricity
by time increments that reflect rates charged by electricity providers, which, in turn, are
influenced by supply and demand, plus allowing consumers to benefit by shifting loads to
times of lower cost electricity.

Europe is paving the way in the development of demand management, starting in
England and Wales, Scandinavia, and Spain. Demand management is now much more
widespread, with the number of smart meters expected to be 100 million in 2016.® The
US lags with 50 million smart meters installed in 2014.° These meters read electricity
consumption frequently, perhaps as small as 5-minute increments, and send the data
via wireless satellite to providers. Smart meters save money by not having to employ an
army of meter readers. Signals from smart meters keep providers informed of customer
usage and whether or not they are receiving service. This allows providers to quickly
identify power disruptions and initiate action to restore service. Smart meters also benefit
providers beyond billing, collections, and customer service. The wealth of information
gathered by smart meters can be integrated into asset management, energy procurement,
operational control, risk management, and field operations. While first-generation smart
meters collect information as automatic readers, ultimately smart meters will be capable
of controlling usage of appliances that place a heavy load on the system, putting utilities
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firmly in the driver’s seat for managing demand. However, some are opposed to smart
meters if use of appliances is no longer under consumer control. Control in the hands of
the provider can force consumers to wash and dry clothes at night or on weekends and
reduce output of air-conditioning units during times of peak demand. Those opposed
feel that there is enough intrusion in their lives without a provider having instantaneous
information on electricity usage and the ability to control energy consuming appliances.

Nevertheless, demand management benefits consumers by shifting electricity loads
from high- to low-cost periods. Only a portion of the peak day load can be shifted to
night, but whatever that portion is, it represents significant savings to the consumer.
Demand management also benefits providers. With the shifting of a portion of demand
from peak to low demand periods, the base load of the utility is increased, with a com-
mensurate reduction in peak demand and the need to invest in peaking generators.
Demand management under the fourth model also encourages aggregators to represent
groups of consumers. An example of the power of aggregators to lower costs can be seen
in some office buildings that aggregate telephone service for all their tenants into one
account. The office building enters into a single contract with a communications com-
pany. The communications company bills only the office building, which then breaks
down the billing to the individual tenants within the building, and receives a fee for this
service that represents a portion of the savings. This gives office buildings, as aggregators
of phone service, a powerful negotiating presence when dealing with competing com-
munications companies lacking when each tenant must arrange for their communication
needs. In the same way, aggregators of electricity representing a group of industrial and
commercial users can increase the group’s bargaining power with providers in contracting
for electricity services. Aggregators could someday represent hundreds or thousands of
individual households and small businesses as a single bargaining group.

Smart Meters/Smart Grids

Smart meters and smart grids are being introduced into the utility business. As mentioned,
a smart meter can tell the occupant of a house or manager of a factory what the cost of
electricity is on a real-time basis. Knowing the cost of electricity, an occupant of a house
may decide to run a washing machine or dryer at night, or a manager may be able to shift
some energy intensive operations to times when electricity rates are lower. Alternatively,
a smart meter can make these decisions without the occupant’s consent, but not on a
routine basis if it involves a commercial or industrial enterprise. A smart grid adds an
entirely new dimension to demand management. A smart grid will be able to integrate
a centralized electricity generating system feeding a transmission system with small com-
bined heat and electricity generation plants, along with solar panels and wind turbines
feeding local distribution systems. Depending on further developments in storage battery
technology, smart grids will control the charging of storage batteries when demand is
low and draw down electricity when demand is high. Smart grids combined with smart
meters will manage electrical loads during peak times by reducing electricity demand
from refrigeration and air-conditioning units in homes and buildings. Commercial elec-
tricity storage batteries, when available, and demand planning for load reduction will
have a powerful influence on electricity demand by reducing daily peaks in electricity
demand, sharply reducing the need to invest in peaking generators, with a greater invest-
ment in generators that operate nearly continually. Total generator capacity will be much
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closer to average demand than it is today. A nationwide system of plug-in hybrid electric
automobiles can be realized by the smart grid controlling timing and electrical load when
recharging vehicles. Reliability of transmission and distribution systems can be enhanced
by smoothing out peaks and valleys of electricity demand and by the smart grid being
able to take corrective action as problems in load, generation, and distribution begin to
emerge. Rather than responding to load changes, a smart grid can actively control loads
to prevent blackouts and other service disruptions. A smart grid allows an electricity sys-
tem to run more efficiently without the need for spinning or backup generators to handle
unanticipated fluctuations in demand. It transforms a “dumb” grid passively reacting to
changing loads to a “smart” grid proactively managing loads for increased efficiency,
stability, and reliability.!” In summary, the economic benefits of a smart grid would be in
more efficient transmission of electricity, more rapid restoration of electricity after power
disruptions, reduced peaking demand, better integration of renewable energy systems and
customer-owned power, and reduced capital investments that should ultimately lead to
lower electricity rates for consumers net of investments in smart grid technology.

EU legislation is far ahead that of the US in smart meters. Besides integrating the
European transmission system for pursuing a common cause such as the smart grid,
Europe is also making progress in encouraging and implementing a legal framework for
installing smart meters. Smart meters are becoming more prevalent throughout Europe
and are on the energy policy agenda of most nations. Landscape Report 2012 (updated
2013) depicts smart meter development in each country using a common methodology
and displays progress being made in smart meter adoption. “Dynamic movers” such as
Estonia, Finland, France, Ireland, Italy, Malta, the Netherlands, Norway, Portugal, Spain,
Sweden, and the UK have instituted a mandatory rollout for adopting smart meters with a
specified timetable and a clear legal foundation to support the mandatory rollout. “Market
drivers” such as Germany, the Czech Republic, and Denmark have not established legal
requirements for a full rollout, but have made smart meters mandatory for newly built
and renovated houses. Other nations in Europe lag behind and are considered “waverers”
or “laggards.”"" Regulatory authorities in certain states in the US have given strong sup-
port for the installation of smart meters. Benefits of smart meters are operational savings,
customer choice energy management, better grid reliability, greater energy efficiency and
conservation options, increased use of renewable energy sources, and support for intel-
ligent home appliances, which turn themselves off when not in use. Smart meters also
require a smart transmission system incorporating an information and communication
infrastructure. The “brain” of a smart transmission system can be coordinated with the
“brawn” of delivering power to charge plug-in electric motor vehicles while maintaining
a stable power load.

Technological progress is being made in developing superconductivity transmission
materials where temperatures below a critical temperature present zero resistance to
direct current and only minimal resistance to alternating current, virtually eliminating
line losses for long-distance transmission. An example of a low-temperature supercon-
ductivity material is niobium-titanium alloy that becomes a superconductor at —441°F in
a liquid helium medium. A “higher” temperature superconductivity material is bismuth-
based copper oxide ceramic with a critical temperature of —265°F in a liquid nitrogen
medium. Besides no line losses, another advantage of superconductivity is that a conduc-
tor can carry up to 150 times the amount of power over ambient temperatures. This
enhanced flow of power through a superconductivity transmission system allows the
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widespread adoption of plug-in electric vehicles. Superconductivity coupled with a smart
grid can relieve grid congestion, enhance grid utilization, efficiency, and resilience against
attack and natural disaster, and anticipate and respond to power surges.'?

Telecommunications, computer, and Internet industries have adapted well to sophis-
ticated technology with an average lifespan of 3 years. This may not be possible for
an electrical distribution network with an average lifespan of half a century. Ultilities
are in uncharted waters in determining which devices should be installed on their net-
works today that will be able to interact with the technology of tomorrow. One way
to address this is collaboration among utilities throughout the world to share their chal-
lenges, insights, and knowledge base. This way they can begin the process of assisting
one another in developing approaches to innovative technology processes and concepts,
human resource demands, and regulation.

Utility Pools

Utility pools predate deregulation and had a vital role to play at the start of the electricity
industry. Pools were set up not to challenge the concept of an integrated regulated utility
but as a means of increasing system reliability among independent integrated utilities. In
this way, surplus capacity for one utility would be available to meet demand for another
utility short on capacity. A tight pool is a pooling of utilities with membership restricted
to a specific region. Two tight pools, one for New England and one for New York,
were formed to share generating capacity among pool members for greater system reli-
ability. New transmission lines were built to interconnect the pool members to allow one
utility with surplus electricity generating capacity to support another facing a shortage.
This ability to share capacity enhanced reliability, reducing the risk of blackouts. It also
increased the productivity of generating capacity and reduced the need for peaking gen-
erators. But the exchange of electricity between utilities required an agreement on a rate
for settling accounts, thereby creating a wholesale market between utilities in addition to
the retail market between utilities and their customers. In addition to New England and
New York pools, three other pools were organized. PNJ was originally an open pool
organized by utilities in Pennsylvania and New Jersey, but soon morphed into the PJM
pool when utilities in Maryland joined the pool. The Texas pool is a closed one, limited
to utilities in Texas. The California pool is an open one, including utilities in the western
part of the US and Canada. Having pooled their generation and transmission resources
and created a wholesale market, it was relatively easy for the pools to admit IPPs when
required by PURPA legislation.

Pools had a major impact on the involvement of FERC in electricity markets. As
independent utilities serving their franchise areas, utilities are exclusively under state
or municipal regulation. FERC originally had jurisdiction over wholesale buying and
selling of electricity and transmission of electricity between utilities in different states. But
court rulings determined that wholesale buying and selling between utilities within states
provides no assurance that such electricity might end up being transmitted to other states.
Thus, all wholesale sales of electricity fall under the purview of FER C—even the Texas
pool, which operates solely within the state of Texas and does not transmit electricity to
other states. The spread of pools increased FER C involvement in electricity markets via
wholesale deals and interstate transmission to a degree not envisioned when FER C was
first established.
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FER C’s limited jurisdictional authority to act was improved by the Energy Policy Act
of 2005, which better reflected the reality that electricity generation and transmission
were no longer best handled by local regulatory authorities. Electricity generation and
transmission had become a regional matter and a growing national matter as a result of
the increased tying together of transmission grids and generating stations through pools
and utility-to-utility marketing arrangements. The US has three regions where transmis-
sion systems are tied together: Eastern Interconnection, Western Interconnection, and
ERCOT (Electric Reliability Council of Texas). The only way to tie these different
interconnections into one national system is with a high voltage direct current (HVDC)
tie because the frequencies of the systems are not in sync. In addition, a large-capacity
cross-Rocky Mountain transmission system would have to be built to fully integrate the
electricity grid of the nation. This would allow electricity to flow from where it is least
needed to where it is most needed. Moreover, there is an increasing flow of electricity
both ways across the borders with Mexico and Canada, which could result in a continen-
tal electricity grid.

Two pools deserve mention. One is the highly successtul PJM pool, the poster child for
how to organize and run a pool, and the other is the California pool as operated in 2000, the
poster child of what not to do. The PJM pool was the world’s first electricity power pool,
tormed by three utilities in 1927 to share their resources. Other utilities joined in 1956,
1965, and 1981, which led to the PJM pool covering most of Pennsylvania, New Jersey,
and Maryland. Throughout this period, system operation was handled by one of the mem-
ber utilities. In 1962 PJM installed an online computer to control generation in real time
and in 1968 set up the Energy Management System to monitor transmission grid opera-
tions in real time. The transition to an independent neutral organization began in 1993
and was completed in 1997 with the formation of the PJM Interconnection Association,
the nation’s first fully functioning ISO approved by FERC. PJM also became the nation’s
first fully functioning Regional Transmission Organization (RTO) in 2001 in response to
FER C Order 2000. RTOs operate transmission systems on a multistate or regional basis to
encourage the development of competitive wholesale power markets. PJM Interconnection
coordinates the continual buying, selling, and delivery of wholesale electricity throughout
its region, balancing the needs of providers and wholesale consumers as well as monitoring
market activities to ensure open, fair, and equitable access for all participants. PJM Energy
Market operates much like a stock exchange, with market participants establishing a rate for
electricity through a bidding process that matches supply with demand.

PJM Energy Market uses location marginal pricing that reflects the value of the elec-
tricity at specific locations and times. During times of low demand and no transmission
congestion, rates are about the same across the entire grid because providers with the
lowest priced electricity can serve the entire region. During times of transmission con-
gestion that inhibit the free flow of electricity, location marginal price (LMP) differences
arise that can be used for planning expansion of transmission and generation capacity.
PJM Energy Market consists of day-ahead and real-time markets. The day-ahead mar-
ket is a forward market for hourly LMPs based on generation offers, demand bids, and
scheduled bilateral transactions. The real-time market is a spot market where real-time
LMPs are calculated at 5-minute intervals, based on grid operating conditions. The spot
market complements that portion of total market not covered by term contracts between
buyers and sellers and unforeseen adjustments that have to be made for buying and selling
transactions originally made on the day-ahead market.



Electricity and Utility Industry 53

PJM has expanded from its original base in Pennsylvania, New Jersey, and Maryland
to include Virginia, West Virginia, the District of Columbia, a large portion of Ohio, and
smaller portions of Indiana, [llinois, Michigan, Kentucky, and Tennessee. It 1s the world’s
largest competitive wholesale market operating in 13 states plus the District of Columbia,
serving a population of 61 million, with nearly 1,400 generating plants with a total capac-
ity of 183 GWs (for comparison purposes, a large nuclear or coal fired generating plant
is between 1 and 1.5 GW for the most part) and 62,500 miles of transmission lines, with
about 850 members and growing." In addition to creating and serving this market, PJM
is also in charge of system reliability including planning for expansion of transmission and
generator capacity. System reliability was sorely tested during the polar vortex in January
2014, but PJM Interconnection successfully kept its system online during trying times."
PJM has become a model emulated both in the US and elsewhere in the world.

Another pool under the auspices of the Gulf Cooperation Council connects Kuwait,
Saudi Arabia, Bahrain, Qatar, the United Arab Emirates, and Oman.'® Electricity is pur-
chased on term deals for base load with spare capacity available, whose rate is determined
by an auction process. System rates were low enough to close higher cost facilities with
greater dependence on lower cost facilities. The grid is capable of shifting electricity to
prevent blackouts that had previously plagued local areas, particularly in the peak sum-
mer months from air-conditioning demand. The grid utilizes HVDC and high voltage
alternating current (HVAC) transmission with back-to-back converters. Technological
improvements in recent years to direct current transmission have made HVDC transmis-
sion cost competitive with less line losses than traditional HVAC transmission.'®* HVDC
is particularly useful in connecting asynchronous systems such as Saudi Arabia’s 60-cycle
frequency, with the remaining countries operating on 50-cycle frequency. Underwater
transmission with HVDC has far less line losses than transmitting HVAC underwater.

The Central American Electrical Interconnection System (SIEPAC) grid creates an
integrated regional electricity market for six Central American countries: Guatemala, El
Salvador, Honduras, Costa Rica, Nicaragua, and Panama.'” The system is also based on
HVDC transmission because the various local utilities making up the system are not syn-
chronized. SIEPAC allows for the retirement of older and more costly sources of electricity
and for tapping lower cost hydro and geothermal sources. System reliability is enhanced by
connecting small utilities to a far larger integrated system where one generating plant can
serve as backup for another. Electricity rates are expected to continue falling from econo-
mies of scale in new, efficient generating facilities and retiring, outmoded, and costly running
units. The grid may open up trading opportunities in electricity with neighboring Mexico
and possibly with the proposed Andean Electrical Interconnection System that would con-
nect Colombia, Ecuador, Peru, Bolivia, and Chile into a single electricity market.'®

The newest HVDC transmission lines operate from 800,000 to 1.1 million volts to
transmit electricity over long distances with less line losses.”” State Grid Corporation
of China, China’s largest utility, operates a vast network of power distribution lines
across 26 of China’s 32 provinces and regions.”” The company is building an ultra-high
1-1.1-million-volt transmission system that will connect Beijing and Shanghai and other
eastern cities to dams in southwest China and coal powered plants in northwest China.
Coal powered plants will have electricity generating plants at mouths of mines, eliminat-
ing the need to transport coal to utilities located near or within population centers. Thus,
pollution abatement in populated areas is accomplished by substituting transmission of
electricity for movement of coal.
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See the Companion Website for sections on When Demand Exceeds Supply and
the Real Lesson of California: www.routledge.com/cw/nersesian.

It Takes Energy to Make Energy

On a global scale, the entire output of renewable, geothermal, hydro, and nuclear power,
plus about 80 percent of coal production and about 40 percent of natural gas production,
is dedicated to generating electricity. Figure 2.1 shows the percentage distribution of
world energy consumption in 2012, including the shares of coal and natural gas dedicated
to electricity generation.?' Electricity consumes 44 percent of global energy, of which half
is supplied by coal.

The BP Statistical Review lists electricity generation in terms of terawatt-hours (tWh),
where a terawatt is a trillion watts.”> To gain an appreciation of what tWh mean,
energy is power over time. A 100 W bulb lit day and night for 1 year or 8,760 hours is
876,000 Wh. A kilowatt is a thousand watts, a megawatt is a million watts, and a giga-
watt is a billion watts. While a gigawatt might be beyond comprehension, actually it can
be easily understood. A thousand megawatts or a gigawatt is the size of a typical large-
sized coal or nuclear powered generating plant, which is about 1,000-1,500 megawatts
(mW) or 1-1.5 gigawatts (gW). A terawatt is equivalent to 1,000 gW or 1,000 large-
sized electricity generating plants. In terms of energy, providing 1 tW of power for an
entire year would require 8,760 tWh of energy. A 1 gW plant can power the electrical
energy requirements for about 700,000 people in the US, one million people in Europe,
or two million people in Asia where per capita electricity consumption is less. To get a
more overall figure on how many people can be served by a gigawatt plant, the World
Energy Outlook listed 5.429 tW of installed electricity generating capacity in 2011. At
that time there were 7,000 million people, of which about 5,700 million people were
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attached to the electrical grid. Thus, on a global basis, a million people required almost
1 gW or 1,000 mW of electrical generating capacity. This, of course, is capacity. Actual
usage would be less.

From the BP Statistical Review, 22,050 tWh of electrical energy were generated in
2011. Dividing this by 8,760 hours yields the world’s average power demand of 2.52
tW if generating units were 100 percent utilized. But 100 percent utilization cannot be,
as there are significant differences between peak and base load demand plus the need for
reserve capacity to ensure reliability. The 5.429 tW of actual installed electricity capacity
is necessary to handle peak demand with still some spare capacity to provide coverage for
outages of operating units. The ratio of 2.15, obtained by dividing actual installed capac-
ity of 5.429 tW by average demand of 2.52 tW, means that over twice as much capacity
is installed than what is needed on an average basis. This excess capacity accommodates
peak demand, taking into consideration that capacity really has to exceed peak demand
to have enough reserve capacity to ensure reliability and to compensate for generating
capacity taken out of active service for repairs and maintenance. Moreover, the inventory
of generating capacity includes units not normally used either from economic or physical
obsolescence. They sit in inventory until a decision is made to dispose of these units, an
ongoing activity for utility managers. Thus, a portion of newly built generating capac-
ity to meet growing demand has to first substitute for phased-out units before installed
capacity can expand. If demand management were successful in flattening the demand
curve, which would involve large-scale storage batteries along with smart meters and
smart grids, the investment in generating capacity could be substantially reduced.

Figure 2.2 shows the growth in electricity generation in tWh. Electricity demand has
grown in South America, the Middle East, and Africa, but when combined with Europe
and North America, aggregate demand has been growing more slowly since 2010. It is
normally assumed that electricity is forever in an upward track requiring the building of
more generating units. This is no longer true. The US, 19 nations in Europe and FSU
(actually all of Europe and FSU), South Africa, Australia, Japan, New Zealand, and
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Pakistan consumed less electricity in 2014 than in 2010. Much of this fall in demand
is from less energy intensity of the economy (energy content of a unit of GDP has
decreased) from greater efficiency and conservation. Social disintegration in the develop-
ing world also cuts electricity consumption.

Nearly all of global growth is concentrated in Asia, particularly China, which gener-
ated 4.2 times in 2014 than what it did in 2000. Other Asian nations showing high gains
in electricity generation since 2000 are Vietnam (5.5x), Bangladesh (3.7x), Indonesia
(2.5x), Malaysia (2.2x), and India (2.2x). China generated 56 percent of Asian electricity
demand, India 12 percent, and Japan 11 percent; together these three nations accounted
for nearly 80 percent of Asian generation. Between 2000 and 2014, global electricity
growth averaged 3.1 percent per year and 2.4 percent per year between 2010 and 2014.
The World Energy Outlook projects 2.2 percent annual growth between 2010 and 2035
for overall growth of 70 percent. The respective shares of natural gas, hydro, and nuclear
are expected to remain the same, with the share for coal falling from 41 percent to 33
percent, with further diminution of oil (already a small percentage) by another 1 percent.
R enewable fuels will substitute for the decline of 9 percent for the shares in coal and oil by
the share of renewables expanding by 9 percent from its present 3 percent. Thus by 2035,
renewables will have a 12 percent share of electricity generation at that time. While there
will be new generating units powered by natural gas, nuclear, and hydro built to keep the
respective shares of these energy sources constant, the World Energy Outlook assumes that
renewables will supply all new electricity generating capacity additions necessary to meet
projected 2035 demand. This is the only way that the share of renewables can grow from
3 to 12 percent. There will have to be strong growth in renewables to achieve this goal of
quadrupling the share of renewables despite overall growth in electricity demand.

This cut in the percentage share of coal does not translate directly to a drop in coal
consumption because electricity generation is expected to climb by 70 percent. With
2010 coal production at 7.25 billion tons and reducing 2010 production by 20 percent to
compensate for coal consumed in steel production, about 5.8 billion tons were consumed
in 2010 to generate electricity. If coal’s share of electricity generation of 41 percent is
maintained, then the expected coal production in 2035 would be 70 percent higher or
9.9 billion tons. Correcting this for a loss of share from 41 percent to 33 percent would
indicate that coal production in 2035 would be 7.9 billion tons plus that needed for steel
production. The notion that coal is dead is absurd. Coal is not dead—at most its global
growth rate will lag overall global growth rate in electricity consumption despite hercu-
lean efforts in some nations to reduce the role of coal.

Figure 2.3 shows the share of electricity generation for nations consuming the most
electricity in 2014. China literally zoomed past the US in 2011 to become the world’s
largest electricity generating nation. This is a classic Pareto chart where relatively few
causes (nations) are responsible for most of the effects (electricity generation). The
Pareto principle is sometimes referred to as the 80-20 rule, which Vilfredo Pareto
observed in 1906 when he discovered that 80 percent of the land was owned by only
20 percent of the population. A common thumb rule of business is that 80 percent of
sales come from 20 percent of customers. Figure 2.3 shows only a vital few nations are
responsible for most of global electricity generation. Most of the remaining nations in
the world can be numbered among the trivial many. With nearly 200 nations in this
world, only two, China and the US, generate 42 percent of the world’s electricity,
and the top five nations generate 56 percent. Sixteen nations in Figure 2.3 generate
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Figure 2.3 Leading Nations’” Share of Electricity Generation (2014)

76 percent of the world’s electricity. The top 20 nations, which is 10 percent of all
nations, generate close to 80 percent of the world’s electricity. Clearly the 80-20
rule does not hold; it is more like 90-10! Any policy to reduce carbon emissions
from electricity generation should focus its attention on the top five nations, not
completely neglecting, of course, the remaining nations. Thus, energy policies with
regard to electricity generation in China and the US are critical for advocates of
reducing carbon emissions.

Projects and Problems
Project 2.1

The purpose of this assignment is to acquaint you with PJM. As described in the text, PJM
is a forward-looking pooling arrangement of utility companies that encompasses much of
eastern US. This company is a source of information and inspiration on how to pool utili-
ties for those desiring to establish pools both in the US and elsewhere in the world. For
this assignment, pretend that you are a New York Times journalist writing a special interest
article on PJM for its Sunday edition. Visit the company Website at www.pjm.com. Write
the article including a general description of the activities of this pooling arrangement,
its size, members, service area, and in general how it works, expanding on the informa-
tion contained in the text. This can include, but not limited to, PJM EnvironTrade, Sage
Auction system (what it does and how it does it), the purpose of ISO and RTO as it per-
tains to PJM, and the ISO/RTO Council, of which PJM is a member. Other aspects of
this pooling arrangement described on the Website can be included in the article.

Project 2.2a

Levelized cost of electricity is a cost in dollars per kilowatt-hour that takes into account
the capital cost of the generating unit, fixed operating and maintenance costs, and variable
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costs that are primarily fuel. Levelized cost is a flat cost that applies for every year of
operation of the unit. Normally the levelized cost is done on the basis of the life of the
plant. The levelized cost of energy (LCOE) is defined as total life cycle cost divided by
total lifetime energy production at a prescribed discount rate. Total life cycle cost is the
investment, less the depreciation tax shield, plus the total cost of operation in terms of
operating and maintenance and fuel costs, less the salvage value, divided by total energy
produced. Here, levelized cost will be calculated for the first year, with the presumption
that it remains constant every year at the same utilization rate.

There are pitfalls in the LCOE methodology in that data may be preselected on the
basis of supporting a modeler’s goal such as assuming low costs for capital investment or
operating costs or too high a utilization rate. Another area where managing results can
be done is by adjusting model inputs. Suppose that it is desired to compare a natural gas
with a coal plant. The levelized cost over the life of the plant would be affected, to say
the least, by future assessments on coal and natural gas prices. Both of these are unknown
at the start of the analysis, and an analyst with the freedom to assume future prices can
affect the decision as to whether to build a coal or a natural gas plant. One way to han-
dle the imponderables of assessing future energy costs is the use of simulation whereby
thousands of energy cost scenarios are run to obtain the mean cost of electricity and an
associated probability distribution of costs about the mean. The mean between two plants
can be compared along with the risk (probability) of electricity costs exceeding a certain
level. This methodology can be applied to a group of difterent types of plants to obtain an
overall electricity cost probability curve, and then by changing the type of plants within
the group, one can take a more systems approach to planning for the future.”

In this chapter, only the first step of this process, determining the appropriate capi-
tal recovery factor (CRF), will be covered. The remainder of obtaining the levelized
cost of electricity for a coal burning plant will be completed in the problems section in
Chapter 4. The following provides guidance on how to convert capital cost of a new
generating capacity for a utility to an annual capital charge to assure return of and on an
investment known as the CRF. The first step is to obtain the appropriate discount fac-
tor that will ultimately determine the CRF. The traditional methodology to obtain the
appropriate discount factor is to rely on the total capitalization of a company as the sum
of long-term debt and shareholders’ equity found in the lower right side of a balance
statement. What is the percentage share of each?

The next step is to obtain the hurdle rate, which is the minimum return an investment
must earn to satisfy the weighted cost of capital. In Project Table 2.2b, the interest rate
that a company must pay on its long-term debt can be obtained from the financial manager
and let us suppose that it is 6 percent. However, a company is not really paying 6 percent
because interest expense is tax deductible. The effective interest rate is one adjusted for
the tax benefit and is calculated by: Interest rate x (1 — Tax rate). If the interest rate is

Project Table 2.2a

Amount Listed in Balance Sheet Percentage Share
Long-term debt $800 million
Shareholders’” equity $1,200 million

Total capitalization
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Project Table 2.2b

Percent Return Percent Share Weighted Return

After-tax long-term debt
Equity

Hurdle rate

Risk increment
Discount rate

6 percent and the tax rate is 33 percent, the effective interest rate is 4 percent. The
company pays 6 percent to the bank as interest on the loan, but taxes paid to the govern-
ment are reduced by the equivalent of one-third of the interest payments for a tax rate of
33 percent. Our tax system actually subsidizes debt financing by making interest payments
tax deductible, but not dividends. Dividends are taxed twice—once by the company
as funds earned, as profits are taxed at the corporate rate before they can be paid out as
dividends. Then once paid, shareholders are taxed on their dividend income. This is why
companies, when they can, prefer to issue debt over equity. Assume an interest rate on
long-term debt and a tax rate to obtain the after-tax cost of debt. The percent share is the
same as derived in the previous table. The weighted return for debt is the multiplicand of
the percent return with the percent share.

Now it is time to determine the appropriate return on equity. In the traditional approach,
the return on equity is a management decision. As a first stab, it must be higher than the
interest rate on debt because bondholders have first claim on a company’s asset in a liquida-
tion or bankruptcy. In a liquidation, voluntary or otherwise, the company’s assets are sold
and all funds garnered are dedicated to paying off the bondholders. If there are insufficient
funds to pay off the bondholders, the equity holders receive nothing. The equity hold-
ers only receive what is left after the bondholders are made whole. Thus, equity holders
need a higher return to compensate for the additional risk of being left with nothing in
case a company fails. Other than that, the return on equity is a management decision. For
a utility, it could be some increment over the cost of debt, say 8 percent, considering the
assurance of being able to make debt payments via rate adjustments. Companies may select
10, 12, or 15 percent or more depending on their perception of risk. Companies have
markedly different returns on equity because determining a return is a management pre-
rogative. Returns on equity for companies even in the same business or industry can vary
widely. Obviously the return on equity plays a part in management investment decisions
as it affects the discount rate, which in turn affects the required CRF.

In the above table, assume a return on equity and obtain its weighted average. The
sum of the weighted averages for debt and equity is the hurdle rate, the minimum rate
that reflects the weighted cost of capital. Any investment that does not meet the hurdle
rate can be likened to borrowing money at 10 percent and lending it out to someone for
5 percent. It does not make sense. To compensate for this possibility, some companies
add a risk increment of 0.5 or 1 percent just in case a new investment does not generate
funds that reflect the hurdle rate. The risk increment should reflect the inherent risk of
an investment. If a company is investing in a machine to improve its operations, the risk
increment can be zero as there is or should be no risk doing what the company normally
does. If a company is investing in a new business that it does not fully understand, the risk
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increment should reflect the inherent degree of risk. Adding the hurdle rate and the risk
increment is a company’s discount rate.

Project 2.2b

A more up-to-date approach is the weighted average cost of capital (WACC) derived
from the Capital Asset Pricing Model (CAPM). There are different approaches and
degrees of sophistication—what is represented here should be considered the garden-
variety WACC. To begin with, there are some major departures from the traditional
methodology. Calculating percentage shares of equity and debt to arrive at a discount
rate 1s not at all related to a company’s balance sheet. Equity is calculated by the number
of outstanding shares multiplied by the stock price, and debt is the market value, not
the book value, of a company’s long-term debt. If a company issued debt publicly, then
the market value is the price of the bond easily obtainable from the financial press. For
private debt entirely held by pensions and other financial institutions with no public
trading, a market value can be assessed by examining the market value of debt issued by
companies with a similar credit rating for the remaining tenure of the debt at the same
interest rate. It is possible, in this manner, to estimate a company’s debt as if all were
being traded on the public market. Suppose that the market value of a company’s debt
has been estimated to be $450 million and there are 40 million shares outstanding selling
for $60 per share. The sum of these is considered the company’s capitalization, regardless
of what is on its balance sheet. What 1s the percentage share of the company’s debt and
equity in its capital structure?

The first difference with WACC over the traditional approach is that a company’s cap-
italization is no longer a constant derived from the balance sheet, but varies with changes
in the markets for stocks and bonds. Another difference with the traditional approach
is that return on equity is no longer management’s prerogative. Return on equity is
determined by the relative performance of the company’s stock price to the stock market
average as a whole, which can change along with the stock market. The relative perfor-
mance is measured by a stock’s beta, which compares changes in the company’s stock
price with changes in an overall market average such as S&P500. Beta measures what
is called systemic risk—it is the movement of the price of a stock determined by stock
market conditions. Systemic risk is a risk outside management control. In this case, if the
stock price declines because of a fall in the market, it is not the fault of the company’s
management. Management has no influence over the stock market, but management
does aftect a stock’s price by its decisions.

If percentage changes in stock and market prices are about the same, then beta has a
value of 1. If the market goes up or down by 10 percent, so does the company’s stock. A
beta of 1.2 means that swings in the company’s stock are more volatile than the market
where a 10 percent change in the market price becomes a 12 percent change in the stock
price whether the market rises or falls. A beta of 0.8 means that the stock price is less
volatile than the market, and a 10 percent change results in an 8 percent change for stock
price. High betas are associated with technology stocks and low betas with utility stocks.
The beta for every stock is in the public domain such as S&P and Moody’s individual
stock listings.

Assuming that the long-term return on the S&P500 including dividends is 10 percent,
then the return on equity for a company is 10 percent multiplied by the company’s beta.
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With a utility’s beta of 0.9, what would be its return on equity? Redo the calculation
for the WACC as before to obtain a revised discount rate. Suppose there is a market
downturn and the company’s stock value falls in half. What is the new WACC? Some
corporate executives are bothered by corporate investment decisions being influenced by
the stock market.

Project 2.3

The next step is to derive the CRF that can be applied to any investment in order to
arrive at the annual capital charge. Instructions are provided to allow you to set up a
spreadsheet to calculate the CRF. As you progress, you should be obtaining the values in
the worksheet included in this project.

On an Excel spreadsheet in cell A5, put in “Year” followed by 1 and 2. Select both
cells, obtain the black cross in the lower right corner of the cell, hold down the left mouse
button, and drag down to 30 for a 30-year horizon. Column B is revenue. In cell B3
put in “Revenue,” $1,000 in cell B4, and =$B$4 in cell B6 using the F4 key. Get the
black cross in the lower right hand corner of cell B6, double click, and the formula will
be replicated down to the last value in column A. There are no operating costs and fuel
charges in this model as the CRF only applies for obtaining the annual capital charges.
Column C is the write-off of the investment over the life of the project. In cell C1 put
in “Investment,” $10,000 in cell C2, “Depreciation” in cell C3, =C2/30 in cell C4, and
=$C$4 in cell C6 and replicate down. Column D is the amortization of debt, assumed to
be 20 years. In cell D1 put in “% Debt,” 70% in cell D2, “Amount” in cell D3, =C2*D2
in cell D4, and =$D$4/20 in cell D6 and replicate down to year 20 and not beyond.
This model 1s not being set up to accommodate changes, and care has to be exercised in
formulation if the tenure or term or repayment period of the loan is changed. The same is
true for the depreciation period. Column E is the amount of outstanding debt that will be
used to calculate interest in column F. In cell E3 put in “Amount,” “Outstanding” in cell
E4, =D4 in cell E5, and =E5-D6 in cell E6 and replicate down to year 20 when the out-
standing debt has been fully amortized. Column F calculates interest based on the amount
of debt outstanding in column E. In cell F3 put in “Interest,” “Rate” in cell F4, and 6%
in cell F5. In cell F6, enter the formula =AVER AGE(E5:E6)*$F$5 and replicate down.
This methodology of averaging the start and end-of-year balances of the loan, which is
then multiplied by the interest rate, agrees closely with a 6-month schedule of interest and
amortization payments frequently specified for large bank loans and corporate debt issues.
Column G calculates tax payables. In cell G3 put in “Tax,” “Rate” in cell G4, and 35% in
cell G5. In cell G6 enter the formula =$G$5%(B6-C6-F6), which states that taxes payable
is Revenue less Depreciation less Interest Payments (again, no operating costs are in this
model), and replicate down to year 30. Column H shows the projected cash flow; in cell
H3 put in “Cash” and in cell H4 “Flow.” Year 0 equity investment is negative as it repre-
sents a cash outflow and the amount of equity is the portion of the investment not funded
by debt or (1 — Percent debt) multiplied by the investment, or in cell H6: =-(1-D2)*C2.
The cash flow for year 1 and succeeding years is Revenue less Debt amortization less
Interest payments less Tax payables, or in cell H7: =B6-D6-F6-G6, and replicate down
to year 30. Depreciation is not included as it is a noncash expense that affects tax payables.

In cell I1 put in “Discount” and in cell 12 “Rate”; in cell I3 put in the WACC that
you had calculated (8.5 percent is assumed here), in cell I5 “NPV:” and in cell [7 “IRR:”.
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Net present value (NPV) is the sum of the discounted cash flows, and internal rate of
return (IRR) is the discount rate that reduces the NPV to zero. In cell J5 enter the
formula =NPV(I3,H5:H35), and in cell J7: =IRR(H5:H35). As it now stands for a
discount rate of 8.5 percent, NPV has a positive value of $276 with an internal rate of
return of 9.2 percent. If we entered this transaction as is, and the projected cash flow
actually materialized, shareholders’ equity would be $276 higher at the end of the proj-
ect life than it was at the start. The reason for this is that the internal rate of return of
9.2 percent exceeds the required WACC of 8.5 percent. This is similar to borrowing
money at 8.5 percent and lending it out at 9.2 percent.

To find the CRF, enter What If Analysis/Goal Seek on the Data ribbon and set the
NPV value in cell 5 to 0 by changing revenue in cell B4. The CRF is revenue in cell B4
of $957 divided by the investment of $10,000 or 9.57 percent. Of course, this CRF only
works for the terms of debt that have been built into the model. A “universal” CRF can
be obtained by changing the percent debt in cell D2 to zero and rerunning Goal Seek.
Now the required revenue is $1,252 for a CRF of 12.52 percent. For both of these alter-
natives, NPV equals zero and the IRR equals the discount rate of 8.5 percent. Depending
on which one is deemed applicable, this investment proposal would not add to shareholders’
equity as long as the NPV is equal to zero—it is like borrowing money at 10 percent and
lending it out at 10 percent. This is why investment proposals are selected on the basis of
a positive NPV and an IRR higher than the discount rate. There is possibly an argument
for adding an increment to the discount rate to ensure that shareholders’ equity will grow
if the investment is approved, but this is not necessary as long as one realizes the implica-
tion of approving a project whose NPV is zero.

Two alternatives have been presented here where the investment is leveraged with
debt and is treated as pure equity. Academics in financial management favor the non-
leveraged alternative as the proper way to analyze project investments partly because the
same CREF applies to all projects. They argue that the investment is already leveraged
by virtue of the derivation of the discount factor that includes the share of debt in the
company’s financial structure. Presumably, if a company approves a major project and has
to raise funds to finance it, both debt and equity (new shares) will be issued. However,
financial practitioners in corporations may favor the leveraged alternative because cor-
porate funds are only supplying the equity while the remainder of the project is being
financed by external “cheap” debt provided by a financial institution. The problem with
this approach is that the CRF depends on the underlying assumptions of the debt financ-
ing in terms of amount, tenure (debt duration), and interest rate. Frankly, CRF is subject
to financial engineering (or finagling) on the part of an analyst in the sense that increasing
the amount of debt and extending its amortization period reduces the required CRF.
Freedom to alter the terms of the assumed debt means a difterent CRF for each project
proposal depending on its capacity to attract debt. This is an inconsistent way to analyze
projects. One way to address this issue is to assume a debt structure for calculating the
CREF that does not vary with each project under analysis.

The purists who say that a project should be analyzed in terms of being nonleveraged
are not entirely free of inconsistencies. Cutting the stock price in half during a stock mar-
ket break reduces the equity component and expands the debt component in determining
the discount rate. This cuts the discount rate, reducing the CRF, which affects whether
a project is approved. Thus, the WACC becomes a variable that affects investment deci-
sions depending on the vagaries of the stock and bond markets. The ultimate answer as to
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whether one should calculate the CRF on a nonleveraged or leveraged basis is a decision
that has to be made by the corporate officer in charge of financial analysis.

One might also ask why the CREF is higher than the discount rate. Why not make the
WACC of], say, 8 percent the CRF and judge new projects on that basis? Let us say you
invest 10-year $1,000 in a bond with an 8 percent coupon. You are making 8 percent on
your money for 10 years and you receive $1,000 back when the bond matures. So what
do you have? You have both a return on investment and a return of investment. When
this cash flow is discounted at 8 percent, the NPV is zero and the IRR is 8 percent (you
should do this). Now suppose that you invest $1,000 in a project that is reduced to a
salvage value of zero at the end of 10 years. Each year you receive 8 percent for 10 years
and then the return ceases and you do not get your investment back. You are clearly not
earning 8 percent. In fact, the NPV is —$429 and the IRR is —3.9 percent when the pay-
ment in the tenth year is changed from $1,080 to $80. An IRR of zero means a return
of investment, but with no return on investment; that is, cash inflow is just equal to the
investment (cash outflow). A negative IRR means that the cash inflow is not capable
of recouping the investment. Thus, investing using the discount rate as a measure for
approving projects is a guarantee for losing money even though the discount rate reflects
the cost of funds to a company.

A project must have a return both on and of the investment. A higher CRF generates
the funds necessary to repay the investment with the stipulated return. This means it must
operate at a profit to accumulate funds to repay the investment and provide a return. But
in operating profitably, the company must now pay taxes because depreciation only shields
the investment from taxation, not the return on investment. If you treat the equity as a loan
with an interest charge equal to the discount rate and each year charge the previous year’s
“balance” of the loan by the discount rate and reduce the loan amount by the cash flow, the
ending balance of the loan will be zero. When you do this, and this is a good spreadsheet
exercise, it becomes clear that discounting cash flows treats equity as a form of subordinated
debt without a set amortization schedule. The “loan” is amortized by the annual cash flows.
You can see that the discount rate is the “interest” charge on the outstanding amount of the
loan and the loan is fully repaid in the last year of the project. Thus, the CRF generates the
cash required both to provide a return on investment at the discount rate and to return or
repay the investment. The equity investment in the leveraged case is 30 percent of the pro-
ject cost and 100 percent for the nonleveraged case. This explains why the CRF is so much
higher for the nonleveraged case. For both cases, the CRF treats the investment as though
it were a special form of subordinated debt. Applying the CRF to a generating plant to
obtain the levelized cost of electricity will be considered in the problem set in Chapter 4.

Problem 2.1

Complete Problem Table 2.1 for converting one unit of fuel to the equivalent kilowatt-
hour given that 3,413 Btu is the energy content of 1 kWh.* How would you summarize
the findings?

Problem 2.2

The efficiency of a power plant is described as the heat rate of the plant, which measures
the amount of heat energy (Btu) needed to produce one unit of electrical energy (kWh).
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Problem Table 2.1

Fuel Unit Btu/Unit kWh
Dry wood Pound 5,800
Natural gas Cubic foot 1,000
#2 Diesel Gallon 138,500
#6 Bunker Gallon 148,000
Lignite coal Pound 8,300
Western coal Pound 9,000
Interior coal Pound 11,000
Appalachian coal Pound 12,000

Problem Table 2.2

Technology Btu/kWh Efficiency
Early plants 30,000
Peaking generator 12,000
Coal 10,000
Integrated gasification combined cycle 8,700
Combined cycle gas turbine 7,000

If a power plant were 100 percent efficient, it would have a heat rate of 3,413 Btu/kWh,
the number of Btus in 1 kWh. The lower the plant heat rate, the more efficient the plant.
Efficiency is 3,413 Btu/kWh divided by the heat rate. Complete Problem Table 2.2.

Problem 2.3

Problem Table 2.3 shows the average growth rates for the indicated decades. The ratio
of electricity to GDP growth rates is a measure of the electricity intensity of the US
economy. Obtain the growth rates for GDP and electricity for the 2000s via a search.
Why do you think there was a spurt in electricity growth rates in the 1940s which
essentially continued to the 1960s? What is the trend of the intensity of electricity in the
economy? What factors may explain the trend?

Problem Table 2.3

Real GDP Electricity Growth Ratio GDP Growth to Electricity Growth
1930s 1.86% 3.51%
1940s 4.69% 7.68%
1950s 3.24% 8.37%
1960s 4.16% 6.70%
1970s 3.22% 4.10%
1980s 3.01% 2.11%
1990s 2.82% 1.89%

2000s
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Problem 2.4

The spark spread is the profitability of converting natural gas into electricity and is the
best indicator of a gas fired plant’s profitability. It consists of the market price of electric-
ity ($/mWh) minus the conversion price of gas to power, which is the market price in
terms of $/ mmBtu x Heat rate divided by 1,000. If a utility is selling electricity at 7 cents/
kWh, this is equivalent to $70/mWh. So if the purchase price of gas is $4 per mmBtu
and there is a $70 per megawatt-hour market price for electricity, with a 7,000 heat rate,
the spark spread in $/mWh would be equal to $70 — $4%(7,000/1,000) or $70 — $28 or
$42 per megawatt-hour. The spark spread measures profitability based on variable costs,
which is largely fuel costs. A zero spark spread means that the plant is operating at break-
even with respect to variable costs without recouping anything to satisfy fixed costs. A
negative spread would indicate that the utility would be better off selling natural gas than
electricity. A positive spread does not mean that the plant is operating profitably net of
fixed costs. Obtain the purchase price of gas and the electricity rate for two cities of your
choice for a heat rate of 9,000 and calculate the spark spread and the relative profitability
of having an electricity generating plant in both cities.

Problem 2.5

The US electric utilities transmission and distribution systems operate under a cost of
service formula as generation has been deregulated where the rules guiding deregulation
vary with each state. But the general approach would be as follows.

Permitted or authorized earnings are equal to the Rate base x Equity ratio x Return
on equity. Rate base is the value of property allowed to earn an authorized return.
Regulators determine which property can be added to the rate base that is both prudent
and needed for the service of rate payers. Retired and depreciated property are removed
from the rate base to obtain what the utility is spending on construction in excess of
depreciation. Equity ratio is the ratio of equity to total capitalization of a company that
includes equity, preferred stock, and long-term debt. Normal equity levels are about
45-50 percent of capitalization. The return on equity (ROE) is calculated in a fashion
approved by the regulators such as the utility’s WACC based on the risk-adjusted return
calculated from the CAPM. Other methods such as the discounted cash flow or other
recognized methodologies can be used with approval from regulators. The national aver-
age ROE for utilities is a bit under 10 percent, reflecting both a weak electricity market
and falling interest rates.”

Suppose that a utility has a rate base of $12 billion, an equity ratio of 40 percent,
and an authorized ROE of 10 percent. The authorized earnings is $12 billion x 40% x
10% or $480 million. With this permitted profit, grossed up by taxes and adding in all
expenses, the utility can calculate the level of revenue that would allow them to earn
this profit. The grossed-up authorized earnings to have $480 million as after-tax profit is
$480 million divided by (1 minus the tax rate) or $738 million. If this were earned, then
net of a 35 percent tax rate, the authorized earnings of $480 million would be achieved.
Further suppose an interest expense of $500 million, depreciation of $400 million, O&M
expense of $1.2 billion, and a fuel expense of $700 million. Thus, the revenue require-
ment is $480/(1 — 35%) + $500 + $400 + $1,200 + $700 or $3.54 billion. If expected
sales are 50 billion kWh, then the rate will be $3.54 billion/50 billion kWh or $0.071
per kilowatt-hour. Since this is an anticipated rate, the utility will charge $0.071
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per kilowatt-hour, but will earn something more or less than its authorized earnings.
Actual earnings will reflect selling less electricity than expected because of abnormal
weather, poor business conditions or more electricity from robust business conditions,
O&M expenses being over or underestimated, or, perhaps the toughest item to predict,
fuel costs may be oft the mark. Sometimes there are quasi-automatic rate adjustments
to take care of variances from budgeted figures or from variances in fuel costs, or these
adjustments become another rate case.

Suppose that a utility has a rate base of $20 billion, an equity ratio of 45 percent, and
a return on equity of 9.5 percent. Furthermore, it has a tax rate of 40 percent, interest
expense of $800 million, depreciation of $900 million, O&M expense of $1.5 billion, and
a fuel expense of $1.1 billion. It anticipates selling 60 billion kWh. What is its electricity
rate for customers when 70 percent of output is for residences, 20 percent for commercial
customers, and 10 percent for industry where commercial customers pay 90 percent and
industry pays 85 percent of the rate paid by residential customers?

Problem 2.6

The World Energy Outlook indicates that the share of renewables was about 3 percent
in 2010 and is projected to be 12 percent in 2035 to compensate for the decline in the
percentage share for coal and oil. This, of course, assumes that the percentage shares of
natural gas, hydro, and nuclear remain the same by these sources, growing at 2.2 percent
per year along with total energy. Lay out a spreadsheet with years 2010 to 2035. All you
need to enter is 2010 and 2011 and select both cells and get the black cross, depress the
left button, and drag down until you reach 2035. In the next column, total energy is
depicted as 100 for 2010 growing at 2.2 percent per year. Year 1 is 100, year 2 is year 1
x (1.022), and year 3 is year 2 x (1.022). Put in a third column for renewables with an
initial value of 3 depicting its 3 percent share and a formula referring to a growth rate
contained in a separate cell. What is the total projected energy in 2035 based on an initial
value of 100 and what is 12 percent of that value? With What If/Goal Seek on the Data
ribbon, what growth rate is necessary for a value of 3 to grow to 12 percent of the pro-
jected 2035 energy starting out with a value of 100 in 2010? Does this growth assessment
seem feasible?

Problem 2.7

The purpose of this problem is to demonstrate the degree of savings that can accrue by
shifting loads from day to night time when rates are lower. Problem Table 2.7 shows the
incremental cost in cents per kilowatt-hour versus the load factor where the load factor
of 100 represents the base load. There is a significant increase in cost from 3.5 cents per
kilowatt-hour at base load of 100—45 cents per kilowatt-hour at peak demand of 250 (250
percent of base load).

Problem Table 2.7 calculates the cost of electricity as demand goes from 100 to 250.
Columns A and B show the incremental cost of electricity for load varying from base
to peak demand using the derived formula from trend analysis. The formula in cell B4
is =0.0017%A472-0.3172%A44+18.229. Columns D and E are the actual demand over a
24-hour day, column F is the cumulative demand of 3,500, and column G is the incre-
mental cost derived similarly to column B. Column H is the cost figured on the basis
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that base demand is a fixed cost, whereas demand above base demand is priced at the
incremental cost. In reality, of course, term contracts with fixed costs would have to
be entered, but to demonstrate a point, all demand above base demand is priced at the
incremental cost, although the curve could reflect term contracts. The formula in cell
H4 is =IF(E4=100,100%$B$4,100*$B$4+(E4-100)*G4)/100, which prices base demand
as 100#$B$4 and any portion of demand above that at the incremental cost. The total cost
of $385 is in terms of percent demand per hour over a 24-hour period.

Columns J-M is a copy of columns E-F with demand management, where it is pos-
sible to maintain a maximum demand of 220 by shifting load to the night-time hours by
various means described in this chapter. Care has to be taken to ensure that the total of
3,500 demand-hours is maintained. By so doing, the cost to consumers falls from $385
to $333, a saving of $52.

Set up the spreadsheet and assume that demand management can hold demand peak
at 210 by changing 220 to 210 and adding hours during the night time to preserve a total
of 3,500. What are the savings? Reduce peak demand to 200 and calculate the savings.
From this exercise, one can begin to appreciate the cost savings possible through demand
management. However, keep in mind the assumption that demand over base demand is
priced at the incremental cost—this simply is not true in reality where a goodly portion
of demand over base is covered by term contracts.

Problem 2.8

The cost of electricity is $0.031 per kilowatt-hour for base load demand. What is the
cost per megawatt-hour given that there are 1,000 kWh in 1 mWh? Suppose that we
are dealing with a city of a few hundred thousand people and the base load is 500 mW.
What is the cost of electricity per hour to serve the base load needs of a city this size for
1 hour, 1 day, and 1 year? What do you think of the magnitude of the annual cost to
supply the city?

Suppose the local utility has entered into a number of term contracts. Up to the base
load of 500 mW, the cost is $31 per megawatt-hour. From 500 to 700 mW, the cost
of electricity is $50 per megawatt-hour; from 700 to 1,000 mW, the cost is $80 per
megawatt-hour; and above 1,000 mW, it has been estimated that the average cost of
electricity purchased on the spot market will be $120 per megawatt-hour. Copy column
E of Problem Table 2.7 to column A in a new worksheet with consumption in column
B being five times column A. A single embedded IF statement can do the calculations.
The first part of the IF statement covers demand in B4 being less than or equal to 500
(it 1s important that each demarcation point is covered by an equal sign, otherwise a “<”
condition followed by a “>” condition will leave out, in this case, consumption being
exactly 500 mWh). If the first part of the embedded IF statement is true, then the cost
is $31 per megawatt-hour up to 500 mW. If this statement is not true, then a second
embedded IF statement checks to see if consumption is less than or equal to 700 mWh.
If this condition is true, then consumption is between 500 and 700 because the first IF
statement covered consumption at or below 500 mWh. Thus, cost will be $31%500
for the first 500 mWh plus consumption less 500 multiplied by $50, which takes care
of consumption between 500 and 700 mWh. If this condition is not true, then a third
embedded IF statement checks to see if consumption is less than 1,000. If this is true, then
consumption has to be between 700 and 1,000 because the previous two IF statements
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covered consumption of less than 700 mWh. Thus, cost is $31%500 for the first 500
mWh plus $50%200 for the next 200 mWh plus anything over 700 mWh being charged
$80. If none of these IF statements apply, then consumption has to be over 1,000 mWh.
Now the cost is $31%500 plus $50%200 plus $80%300 plus the excess over 1,000 being
charged $120. Try to formulate this IF statement on your own without referring below.

B4 <=700,31%#500 + (B4 — 500) * 50, IF
B4 <= 1,000,313 500 + 50 * 200 + B4 — 700
%80,31 %500 + 200 * 50 + 300
%80 + (B4 — 1,000) * 120

=[F| B4 <=500,31* B4,IF
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3 Biomass

Energy is not as it always was. Yesterday’s world was entirely dependent on biomass,
particularly wood for heating and cooking. Today biomass is generally viewed with dis-
favor as something associated with abject poverty. Yet there is a resurgence going on for
biomass. As fossil fuel prices increase, biomass promises to play a more active role as a
utility fuel (biofuel), a motor vehicle fuel (bioethanol and biodiesel), and a supplement
to natural gas (biogas). Biomass is displacing heating oil and propane as homes heated
with split wood or processed wood pellets burned in highly efficient burners gain in
popularity. Biomass will never replace fossil fuels, other than on the margin, nor is there
any hope that we can return to a world where biomass played a significant role in satisfy-
ing society’s energy needs. But that does not mean that biomass is dead or that we can
ignore its contribution to satisfying energy demand. This chapter examines the past and
present roles of biomass and its potential as tomorrow’s energy fuel.

Yesterday’s Fuel

Until about 300 years ago, the world depended nearly exclusively on biomass as a source
of energy. The population was low in relation to the number of trees. Nature simply
replaced those chopped down for heating and cooking. The environmental impact was
minimal because carbon dioxide released by burning wood was absorbed by plant growth
that replaced the burnt wood. With no net loss of tree resources, carbon dioxide was
recycled, which is described by contemporary proponents of biomass as a closed carbon
sustainable system. Fossil fuels, on the other hand, release carbon dioxide locked away
eons ago as partially decayed plants, animals, and marine organisms.

Despite environmental benefits of recycling carbon dioxide and emitting less nitrous
and sulfur oxides than coal and oil, pollution—in the form of smoke from burning
wood—would have filled a cave, tent, hut, or dwelling before someone invented the
chimney. While the first chimney can be traced back to the twelfth century, they did
not become common until the sixteenth and seventeenth centuries in Europe and North
America. Yet the common chimney is not so common in Africa and Asia. According to
the World Health Organization, cooking and heating homes by burning biomass and
coal by three billion people primarily in Africa and Asia without the benefit of chimneys
results in two million people dying prematurely annually from illnesses attributable to
indoor air pollution along with another million people contracting chronic obstructive
pulmonary disease, plus the death of nearly 50 percent of children who contract pneu-
monia from inhaling particulate matter."'
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Early explorers observed smoke from American Indian fires filling the Los Angeles
basin with smog long before the automobile age and in the Smokey Mountains from
caves for smoking meat.> In the modern era, smoke from burning biomass joined by
emissions from automobiles and coal burning utilities operating with virtually no safe-
guards against pollution has created a highly publicized brown cloud overhanging much
of southern Asia. The brown cloud, visible from space, has resulted in serious health
problems. Naturally, of course, the brown cloud is not confined to Asia, subject as it is
to global wind patterns.

Biomass maintained its dominance as a fuel source up to the Industrial Revolution.
Coal entered the picture first in Britain, followed by Germany, the US, and later Japan.
Its progress to becoming a major source of energy was slow—in 1850, coal made up only
10 percent of the energy mix and biomass satisfied nearly all the remainder. By the mid-
1870s, biomass still contributed twice that of coal in fulfilling energy needs even with
coal replacing charcoal for producing steel and split logs for fueling railroad locomotives
and heating homes. Gas piped into homes and businesses to supply lighting and heating at
that time was actually manufactured from coal. What little energy demand remained after
biomass and coal was filled by hydropower (water mills turning shafts that, via gears or
belts, powered grinding wheels and machinery). Even as late as 1900, biomass still played
an important role in satisfying energy, although coal was rapidly gaining ascendency as
the dominant source of energy.’ By then, natural gas had joined manufactured gas from
coal to light buildings and streets in city centers. Hydropower for generating electricity
was 1n its infancy. Oil was still a fuel for lighting (kerosene), as the birth of the automo-
bile age had just begun. Hardly a decade after Ford began to mass-produce automobiles
and the Wright brothers flew the first airplane, oil had become a strategic fuel for waging
war. Natural gas began its ascent as a fuel of choice during the 1920s and 1930s with the
development of long-distance transmission pipelines. Nuclear power made its debut after
the Second World War, and renewables (solar and wind) not till the latter part of the
twentieth century.

Today’s Fuel

Biomass is still a major source of energy, though often, but not entirely, excluded from
energy statistics because of its inherent difficulty of gathering reliable data from remote
areas of the world far beyond the reach of record keepers. As noted in Chapter 1, biomass
and organic waste are estimated to make up 10 percent of total energy consumption—still
an impressive amount of energy considering the growth in overall energy consumption
in the last hundred years. The World Energy Outlook assessed bioenergy as 1,277 million
tons of oil equivalent (Mtoe) in 2010, which contributed 9.7 percent to world energy
consumption. The World Energy Outlook projects bioenergy consumption at 1,881 Mtoe
in 2035, an annual growth of 1.6 percent. While looking a bit anemic, nearly all this
growth will be in power generation, whose share of the bioenergy pie will grow from
9 to 22 percent, and also motor vehicle fuels from 5 to 11 percent. Thus, the implied
annual growth rates for bioenergy in power generation of 5.3 percent and 4.8 percent for
motor vehicle fuels are, in the world of energy, impressive.

Biomass takes many forms. Women carrying biomass on their heads in semi-arid
regions of Africa and Asia may trudge as much as 10 to 20 miles a day to find dead tree
limbs and camel dung. Once dried in the open sun, camel dung becomes the preferred
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tuel for mud ovens because of its slow burning, evenly releasing a great deal of heat.
Unfortunately, burning dung for fuel robs the ground of a valuable fertilizer. Moreover,
demand for dung from a growing human population is beginning to exceed the supply of
camel droppings. Introducing an energy efficient oven with a means of control over the
heating rate would reduce demand for biomass fuels. But a woman who depends on dung
and dead tree branches for cooking most likely would not have the financial wherewithal
to acquire the latest in biomass ovens. Besides, if something is gathered freely from the
environment by those who work for nothing and apparently have the time, what is the
economic justification for buying a fuel efficient oven? Though treks into the hinterland
for wood and dung make for interesting TV documentaries and fascinating photographs
in National Geographic, the reality is not so attractive. How many of these women would
gladly give up the romance of walking 10-20 miles per day gathering wood and animal
droppings for small kerosene or propane stoves to heat their huts and cook their food?

See the Companion Website for sections on the Role of Charcoal and Wood
Pellets: www.routledge.com/cw/nersesian.

Avround the World with Biomass

‘Wood residue is an important source of biomass. As much as 75 percent of a tree becomes
residue, beginning with the leaves, tree top, branches, and stump left in the forest, to the
bark, edgings, and sawdust produced when a log is transformed into lumber, and to the
shavings, edgings, and sawdust of transforming lumber into furniture and other products.
Bark and wood residue can be used for residential heating, as an industrial fuel to supply
power either as steam or electricity for lumber mills and other activities in the developing
world and in the developed nations such as Finland and Germany, and for being trans-
formed to pellets for heating homes in North America and Scandinavia.

Some African nations such as Burundi and Rwanda are over 90 percent reliant on
biomass energy, while others are 70-80 percent reliant for their total energy needs, which
includes commercial as well as residential demand. In terms of residential demand, nearly
all rural households in Kenya, Tanzania, Mozambique, and Zambia rely on wood, and 90
percent of urban households rely on charcoal for cooking. Heavy biomass users in Asia
are Indonesia, the Philippines, Thailand, Myanmar (formerly Burma), Vietnam, Bhutan,
Laos, and Cambodia; and in the Western Hemisphere, Guatemala, Honduras, Nicaragua,
and Haiti. Many of these nations are sustainable in that replacement growth is greater
than consumption. A major exception is Haiti, where most of the land has been stripped
bare of forests. This is clearly visible from spacecraft, where the brown of Haiti stands out
in vivid contrast to the green of the neighboring Dominican Republic, except in border
regions where Haitians have been poaching on the Dominican Republic’s forests. Arid
regions of Africa with the highest per capita dependency on biomass are also consum-
ing biomass faster than it can be replaced, as evidenced by the ever longer daily treks.
However, technology may slow the nonsustainable consumption of biomass. Envirofit
offers fuel efficient and environmentally beneficial wood and charcoal burning stoves for
about $100. The stoves are specially designed to reduce harmful emissions by 80 percent
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and demand for fuel by 60 percent compared to open-air burning of wood and charcoal.
More than 700,000 have been sold in 40 different nations and have saved users over
six million working weeks from collecting firewood.* West Africa is a significant mar-
ket—perhaps some of the oil money is trickling down to the people. Sub-Saharan Africa
would need outside financial support for these or other similar types of stoves to counter
the harmful environmental effects of open-air burning; likewise for the indigent poor of
India, China, and Southeast Asia.

Of the world population of seven billion people, an estimated 1.5 billion have no, and
another one billion have limited, access to electricity. Almost by definition, those with-
out electricity depend almost entirely on biomass. Even with limited access to electricity,
many cannot afford to buy electricity to serve all their needs and restrict their use to
lighting, a small refrigerator, and perhaps an appliance or two. Heavy energy consuming
activities such as cooking, heating water, and space heating are fueled by biomass. Not
only does burning biomass pose health problems, but it also contributes to ecological
problems such as loss of dung as a fertilizer and deforestation occurring in parts of Africa,
India, Indonesia, Brazil, and elsewhere. As one may surmise, there is a direct link between
poverty and dependence on biomass.

As a counterpoint to deforestation, India initiated an afforestation program in an area
stripped of its indigenous evergreen forests. The aim of the program is to transform what
had become wasteland from deforestation back to forestland. If successtul, new forests
will reduce soil erosion and increase groundwater. Improved fertility and productivity
of soil will benefit agriculture in the surrounding area, while the forest itself will provide
employment opportunities and fuel. The goal of the National Forestry Action Program is
afforestation of a significant portion of the nation that has been stripped of trees, with the
local population supplying labor and government supplying material.’

Many remote and isolated islands making up nations in Southeast Asia are not well
served by commercial forms of energy. Over 70 percent of the population of Indonesia
and Malaysia depend on biomass for heating and cooking. Biomass is burned in develop-
ing nations for smoking fish, curing tobacco, processing food, drying bricks and lumber,
and making furniture and ceramics. Biomass would be an ideal fuel for micro-electricity
generating plants that could bring the advantages of electricity to the isolated islands of
Southeast Asia. While the most likely fuel is wood, it could also be bagasse, a residue
from processing sugarcane, and rice husks. But such plans oftentimes face insurmountable
hurdles of few local individuals having the requisite technical knowledge to generate and
distribute electricity and a community having the means to garner external sources of
financial support.

Special Case of Biomass in Brazil

Biomass plays an important role in Brazil. Similar to other nations, biomass as wood
and charcoal are consumed for cooking and heating in rural areas; but what is different
about Brazil is that over half of biomass is consumed as commercial and industrial fuel.
Companies in mining, cement, paper and ceramic making, and food processing rely on
biomass (mostly charcoal) as a fuel more than any other nation in the world. Most nations
use coal to make steel, but Brazil has little in the way of coal reserves suitable for steel
production. While Brazil imports metallurgical coal, it is unique in partially depending
on charcoal to produce steel. Brazil stands out for its greater reliance on biomass not only
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as commercial and industrial fuel but also as biofuel for motor vehicles. Brazil’s energy
pie consists of 18 percent ethanol, 14 percent hydro, 10 percent wood and other biomass
such as burning bagasse for power, and 4 percent other renewables. Thus, the total slice
of renewables is 46 percent of energy demand, something few nations have achieved.®
For nations 90 percent reliant on biomass, nearly all is wood or charcoal for cooking and
heating, quite unlike Brazil where biofuel and hydro make important contributions.

Biomass for Electricity Generation

Land dedicated for growing biomass for electricity generation is unused or marginal land
unfit for agricultural use, but suitable for fast-growing trees (poplars, willows) and grasses
(switchgrass). Miscanthus x giganteus, a hybrid (indicated by the “x” in its name) of an
Asian grass-like plant related to sugarcane, sprouts annually, requires little water and fer-
tilizer, thrives in untilled fields and cool weather, and grows rapidly to 13 feet tall. After
its leaves drop in the fall, a tall bamboo-like stem can be harvested and burned to gener-
ate electricity. It is estimated that about half of the electricity needs of Illinois would be
satisfied if marginal land, making up 10 percent of the state, were dedicated to growing
miscanthus.” Another plant gaining recognition are shrub willows that grow 10—-15 times
faster than trees. It 1s particularly suited for poorly drained marginal soils. While new to
North America, Sweden has 34,000 acres of shrub willows supplying fuel for heat and
power generation.?
The benefits of biomass as a fuel for electricity generation are that biomass:

is plentiful, with large regions of the earth covered by forests and jungles;

can be increased by planting marginal lands with fast-growing trees and grasses;

stabilizes soil and reduces erosion;

is renewable and recyclable and does not add to carbon dioxide emissions;

stores solar energy until needed, then is converted to electricity, whereas solar panels

and wind turbines generate electricity, whether needed or not, and then only when

the sun is shining and the wind is blowing;

e does not create an ash waste disposal problem since ash can be spread in forests or
fields to recycle nutrients and not to landfills as is coal ash;

e  creates jobs in rural areas.

Some environmentalists are critical of biomass plantations because they deplete nutrients
from the soil, promote aesthetic degradation, and cause loss of biological diversity. While
growing biomass as a fuel depletes the soil of nutrients, spreading ash from combustion
replenishes the soil with what was removed with the exception of nitrogen. Interspersing
nitrogen-fixing plants among the biomass plants can replenish nitrogen rather than relying
on nitrogen-based fertilizers made from fossil fuels. On the plus side, biomass plantations
can reduce soil erosion and be managed in a way to minimize their impact on the land-
scape and on biological life. In fact, there is no reason why biomass plantations cannot
make a barren landscape more attractive and encourage biological life such as India’s
afforestation program. However, birds and mammals seem to prefer natural environments
of diverse trees and plants over monocultures if given a choice.

The province of Ontario in Canada has decreed the elimination of coal-fired electricity
generation which was supposed to have been completed by 2007 and which has proven
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to be more costly than expected.” Nevertheless, in compliance with this decree, Ontario
Power Generation converted the Atikokan Generation Station from coal to biomass. The
station was opened in 1985 as a coal burning plant and the conversion was completed
in 2014, which entailed removal of coal handling systems with internal modifications to
boilers and other components of the plant to burn biomass. Biomass fuel is wood pel-
lets produced in two plants on a sustainable basis where forest growth exceeds removal
of wood mass for conversion to wood pellets. A 200 mW plant consumes 10 truckloads
of pellets per day at 35 tons per truck five days a week, stored in two 5,000 ton storage
silos, for an annual throughput of 90,000 tons of biomass. Pellets are pulverized prior to
combustion to achieve a thermal efficiency of about 35 percent in line when the plant
was coal-fired. Planning and designing has been aimed at constructing a plant that can be
replicated to serve other areas of Ontario."

Ash waste from this plant 1s only 1-3 percent of the volume of pellets compared to
25 percent for coal. Ash from burning biomass and captured particulate matter from
smoke emissions are spread on land as a low-grade fertilizer versus coal ash that must be
disposed in a landfill. Spreading ash on the forest land is actually necessary to replenish
nutrients removed in harvesting trees. If not done, continued harvesting will deplete
the ground of needed nutrients to support growing biomass unless fertilizer is applied
to replace the nutrients. Thus, sustainability of forest land has to take into considera-
tion how nutrients contained in harvested trees are replaced. Besides eliminating coal
by substituting biomass, Ontario Power will satisfy some electricity demand with solar
and wind power.

Not All Favor Biomass for Electricity

Biomass for fuel has generally been well received by the public as environmentally desir-
able, particularly recycling of carbon emissions. However, not everyone is in favor of
biofuels. An example of the growing opposition is contained in a study, False Claims
of Carbon Neutrality Conceal Climate Impacts, published by Greenpeace Canada in their
November 2011 magazine, with a tell-tale cover title of “Fuelling a BioMess.”"" Two
of the principal arguments are that decades separate burning a tree and growing its
replacement before carbon neutrality can be achieved and that biomass-fired electricity
generating plants emit far more carbon dioxide and carbon monoxide and particulate
matter to produce the same amount of electricity as a coal-fired plant. The former
criticism does not hold for biomass that replaces itself annually such as grasses and corn
and sugar for biofuels, but a replacement tree sprouting out of the ground does not
absorb the carbon released by burning a mature tree. Carbon recycling is postponed until
such time when the tree reaches maturity, although it absorbs carbon dioxide from the
moment it sprouts. One has to compare the total carbon dioxide absorbed by a plant
seedling growing into a mature tree to that released by burning the tree. As a thought
experiment, if a seedling absorbs, say, 1 percent of a mature tree on average for the first
3 years, 5 and 8 percent for the next 2 years, then 10, 20, 40, 70, and 100 percent each
year thereafter, then the replacement tree has absorbed about 2.5 times the carbon diox-
ide released by burning the original tree. The counterargument is that leaving the tree
alive would have absorbed 10 times the amount of carbon dioxide over the same time
period. Thus, the debate over environmental consequences continues unabatedly with-
out even a tenuous resolution.



78  Biomass

The point that there are more particulate emissions can be handled by precipitators.
The contention of greater carbon emissions reflects the fact that biomass has less energy
content per unit volume than coal: 125 pounds of oven-dried wood has the same
energy content (one million Btu) as 90 pounds of coal and therefore more biomass has
to be burned for the same release of energy. The ratio is much higher for green wood
that can have moisture content as high as 50 percent. Moisture evaporated during com-
bustion reduces heat available for generating steam to drive turbines. But to present
a fair and impartial view, coal also has some moisture content. Thus, it is incumbent
for any analysis on energy released by burning wood versus coal to take into account
the respective water moisture of both fuels. Even this analysis may be flawed if there
are major energy differences between gathering and shipping biomass versus mining
and shipping coal. Anyway, according to Greenpeace Canada, burning coal emits sig-
nificantly less carbon emissions and actually is a comparatively “clean” energy source
compared to biomass. Would anyone believe Greenpeace even back-handedly praising
the virtues of coal?

As a counterpoint, a paper entitled “A Look at the Details of CO2 Emissions from
Burning Wood vs. Coal” argues that emissions by burning wood and coal are about the
same, but that the advantage of wood is replacement plants absorbing most of the carbon
emissions.'? Therefore, the end result is that burning wood has less carbon emissions than
burning coal. So who is correct—Greenpeace Canada or FutureMetrics? Analysis of bio-
fuels (and energy in general) is full of such contradictory outcomes—for instance, some
maintain that corn-based ethanol reduces carbon emissions, although its contribution
is ranked from significant to marginal. Others maintain that it actually increases carbon
emissions on an energy equivalent basis with gasoline. Someone has to be wrong, but one
also has to be aware that there is always a question as to the extent of the envelope in an
analysis of energy and its impact on the environment. In other words, are all key factors
being considered? And if so, are estimates of key factors realistic and reliable? Another
consideration is that the analysis of those associated with organizations with a particular
view, either pro or con to some environmental or energy position, always seem to pick
those models or methodologies and select those values for key variables that support their
parochial view. Energy policy administrators cannot make decisions on such constructs—
they need an impartial and fair view of an environmental or energy issue done by analysts
who have no axe to grind.

Biomass Fuels for Electricity Generation

Biomass for electricity generation can be forest residues including imperfect commercial
trees, noncommercial trees thinned from crowded forests, unhealthy trees, deadwood
from fire-prone forests, and debris from logging operations. Though “free,” there is the
cost of collecting and shipping a thinly dispersed energy source from remote locations to
an electricity generating plant. More promising from a logistics point of view is collecting
bark, edging, and sawdust residues at lumber mills. Lumber mills are generally located
closer to population centers and collect logs over a wide area, concentrating wood resi-
dues at a few sites, making transport to an electricity generating plant easier and less costly.
Some of this waste is already being utilized for supplying power to a lumber mill or being
available to those living nearby for home heating." In northern Europe, logging and lum-
ber mill wastes are burned to generate electricity. Furniture manufacturing facilities are
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also concentrated sources of wood waste. Pulp waste from producing paper from wood
biomass 1s burned to fuel the plant.

A second source of biomass is residue from harvesting agricultural crops. These include
wheat straw, corn stover (leaves, stalks, and cobs), orchard trimmings, rice straw and
husks, and bagasse. Sugarcane harvested and shipped to a sugar processing plant concen-
trates bagasse at a single location, which can then be burned to supply power to a sugar
processing plant. Agricultural wastes are generally left in the field and decay to become
part of the soil. The high cost for collecting and shipping would make agricultural wastes
as commercially unattractive as forest residue. Furthermore, agricultural wastes are sea-
sonal, although they could be combined with wood residues to feed a biomass electricity
generating plant over the course of a year. Total removal of agricultural waste would have
adverse consequences on soil fertility. However, agricultural wastes left in the field are
beginning to be collected as feedstock for cellulosic ethanol plants.

A third source is so-called energy crops grown specifically for fuel on marginal land.
These crops are preferably fast-growing, drought- and pest-resistant, and readily harvesta-
ble by mechanical means. Depending on growing conditions, hybrid poplars and willows
can be harvested every 610 years. Trees can be cut and shipped to the utility plant as
wood chips, shipped whole as round wood (logs cut to an appropriate length for ease of
transport), and converted to chips at the plant prior to burning them whole in specially
designed boilers. Switchgrass does not require replanting for up to 10 years; after cutting,
it is dried a few days in the sun if desired, baled, and shipped to a utility plant and ground
up prior to burning. However, none of these sources is strictly carbon-neutral in that fuel
consumed by tractors and trucks in growing, harvesting, and shipping biomass adds to
carbon emissions. Overall carbon emissions should still be lower than burning fossil fuels
because of the carbon dioxide absorbed by replacement plant growth.

For biomass fuel for electricity generating plants to be feasible, land area dedicated to
replacement plant growth should be sufficient to support sustainable operations. This is
not a minor consideration because a great deal of land has to be set aside to ensure sus-
tainability. The reason for this is that photosynthesis is actually inefficient from a human
viewpoint: only about 3 percent of the sun’s energy is converted to biomass. Rate of
growth in energy content depends on type of plant and length of growing season. One
should not be surprised if the area necessary to support biomass electricity generating
plants increases with latitude. As an example, it is estimated that 6,600 square kilometers
in the UK are necessary for sustainable growth to support a 2,000 mW electricity gen-
erating plant.'* This is a lot of land by any measure, particularly in a highly developed
and densely populated nation as the UK. The area of land would be considerably less
in a tropical region where the growing season extends for most, if not all, of the year.
This makes biomass electricity more feasible in South America and Southeast Asia where
there is considerable undeveloped land (jungles or savannahs) not far from major popula-
tion centers. This land could be converted to tree farms to support a sustainable biomass
generating plant. Burning biomass for electricity generation that leads to deforestation
is self-defeating from an environmental viewpoint since carbon emissions from burning
biomass cannot be absorbed by replacement plant growth. It is also self-defeating from an
economic viewpoint since costs will escalate, as more distant biomass sources have to be
tapped to continue generating electricity.

Another option is to use biomass as a co-fuel in existing coal burning plants instead
of burning it in specialized electricity generating plants. These facilities would have
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dedicated storage and material-handling systems for biomass in addition to their existing
facilities for handling coal. Biomass would be mixed with coal for burning, but while
this sounds attractive, it turns out that technical problems begin to emerge when more
than 10 percent biomass is mixed with coal in a conventional coal burning plant. These
problems have to be dealt with before higher portions of biomass can be mixed with
coal. There are a few specially designed facilities that can burn either 100 percent coal
or 100 percent biomass. At high-load factors, coal is favored for its higher heat content.
Despite the apparent desirability of biomass-fed electricity generating plants, the fact is
that coal can generate electricity at 6 cents per kilowatt-hour versus biomass at 9 cents
per kilowatt-hour, a 50 percent cost premium.'® This higher cost of electricity paid in the
form of biomass subsidies to the electricity providers is facing growing opposition from
taxpayers in the UK and elsewhere.'

Research is being conducted on “torrefied” biomass, which 1s similar to wood pel-
lets, but designed for mixing with coal to fuel electricity generating plants. Torrefaction
gives wood pellets coal-like properties with energy content similar to coal. Pellets
require no special attention when mixed with coal. They can be pulverized along with
coal and used at any desired concentration. While technology for producing torre-
fied wood has been developed, it has not yet reached a commercial stage where large
volumes can be produced at prices competitive with coal. If this could be achieved, or
if a carbon tax were put into effect, a massive market for biomass would open up for
electricity generation."’

Vegetable oils and paper trash have also been suggested as biomass fuels for electricity
generating plants. Used vegetable oils are not available in quantities necessary to run
electricity generating plants and the cost and effort of collecting used vegetable oils from
a million-and-one burger joints would be prohibitive. However, a few imaginative and
entrepreneurial owners of diesel trucks have discovered that they can stop at a friendly fast
food restaurant for a bite of food and then do a favor for the proprietor by disposing of
used vegetable oil free of charge. A concoction of vegetable oil and diesel fuel, if suitable
adjustments are made to the engine, burns just as efficiently as pure diesel fuel, generat-
ing savings for the driver while odorizing a stretch of highway with a piquant aroma of
French fries or fried hamburger, chicken, or fish, or some combination thereof. The dis-
posal problem associated with used vegetable oil would dissipate if an entrepreneur built
a permanent business around recycling used vegetable oil as biodiesel fuel. Paper trash has
a higher value if not burned as fuel for electricity generation, but reprocessed and sold as
recycled paper and cardboard products. Over half of US paper waste is exported to China
for recycling since China does not have forest reserves necessary to support a large-scale
paper making industry.'®

Biomass Electricity Generating Plants

Biomass energy accounts for less than 1 percent of the US electricity generation and
2 percent in Europe, where much of the available biomass is waste from lumbering
operations in Sweden, Finland, and Germany. Most biomass electricity generating
facilities are small, dedicated to meeting the needs of a local industry or community.
Their most important contribution is that they demonstrate the potential for biomass
to generate electricity and serve as platforms for improving technology. One such plant
in Vermont burns waste wood from nearby logging operations, lumber mill waste, and
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discarded wood pallets. In addition, there is a low-pressure wood gasifier capable of
converting 200 tons per day of wood chips to fuel gas, which is fed directly into the
same boiler for burning wood waste. Hot water from generating electricity is pipelined
to nearby buildings for heating.'” Net carbon dioxide emissions, taking into considera-
tion the sustainable growth of biomass, 1s less than burning fossil fuels, although this
assertion has been challenged by Greenpeace Canada.

For special circumstances, biomass can generate electricity, but the economic viabil-
ity of large-scale use of biomass to generate electricity remains questionable. Growing,
harvesting or collecting, and shipping biomass by truck are costly compared to the alter-
native of mining and shipping coal, which can be looked upon as concentrated biomass,
by rail. Biomass electricity generating facilities built in the US in response to the 1973
oil crisis were economically sound when oil and natural gas prices were at historic highs,
but became financial albatrosses either for utilities if operated under long-term contracts
or for their investors if operated under short-term contracts when energy prices subse-
quently fell.

Biomass for large-scale electricity generating facilities does not appear to be on the
cards simply because biomass cannot compete with fossil fuels. To underscore this point,
the UK Tilbury biomass burning plant was the largest of its kind in the world with a
capacity of 750 mW, enough to supply 1.5 million households. This seems to contradict
the estimate that a 1 gW plant can support a city of 1 million people in Chapter 2, so
how can 0.75 gW support 1.5 million households? Easy—this is an example of elastic-
ity of choice associated with energy statistics: 1.5 million households mean 1.5 million
homes and, to make matters a bit worse, a household is usually 2—4 people. These homes
may not use electricity for space heating or for hot water. A city of one million people,
considerably less in terms of households, includes not just homes and apartment buildings
but commercial and industrial enterprises, office buildings, schools and hospitals, hotels
and restaurants, stores and warehouses, public street lighting, traffic signals, commercial
signs, and so on. The two measures are not comparable.

The Tilbury plant was originally coal-fired when built in 1969 and was converted to
biomass (wood pellets) in 2011. Plant closure occurred in 2013 in the wake of a gov-
ernment report on continued support for renewable energy (could the report have cast
doubt on the continuance of government subsidies for this plant?). But this should not be
interpreted as the end of biomass for electricity generation. Drax Power operates six coal-
fired power plants that supply 4 gW of power, enough to supply electricity to six million
homes. The company is in the process of converting three of these plants to biomass.
The first source of biomass was tapping the local market for baled straw and contracting
with farmers to grow miscanthus on marginal lands, which once planted grows every year
without need to fertilize. But these sources could not satisfy the demand for biomass. The
company set up a subsidiary in the US to manufacture wood pellets from sustainable for-
est lands, which will be shipped by bulk carrier to the UK. If these plants prove successful,
the company intends to convert all its units to biomass.*

As an additional counterpoint to the closure of the Tilbury plant, construction has
begun on an electricity generating plant that will be fueled with waste and rubbish sup-
plied by the citizens of Copenhagen. The Amager Bakke plant is expected to be finished
in 2017 and will supply electricity and heating to over 150,000 homes. The plant is actu-
ally a replacement for an existing plant and will increase energy output by over 25 percent
and reduce nitrous oxide emissions by 85 percent and sulfur emissions by 99.5 percent.
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To demonstrate the plant’s environmental friendliness, a recreational area is going to be
built on its roof top complete with a ski run to the ground.?! Underscoring the nation’s
commitment to renewable fuels, Denmark imports trash from nearby nations as fuel for
generating electricity. Denmark’s Dong Energy is switching half of its coal generators to
biomass by 2020 as part of Denmark’s plan to be coal-free by 2025.

Stockholm’s oldest power plant has burned coal, oil, and natural gas since its construc-
tion in 1903. The plant is now being converted to the world’s largest combined heat
and power generator that will burn only wood chips and timber scraps.?? The people of
Scandinavia are strong advocates of renewable energy and are willing to pay more in taxes
and utility bills to reduce their nations’ reliance on fossil fuels. This is not to say other
European nations are not environmentally conscious, but to say that the Scandinavians
are particularly so and their efforts in renewable energy serve as an example for others.
Germany, for instance, produces 30 million tons of straw. Thought is being given to con-
sider straw as a renewable energy source. Netting out the uses of straw as livestock feed
and bedding and a source of humus for soil, between 8 and 13 million tons are estimated
to be available as a renewable energy source. This amount of straw, when burned, could
provide two to three million households with electricity and three to five million house-
holds with hot water and heating.”

Since biomass is not competitive with coal, government subsidies are necessary for
biomass plants to be built and operated and survive in a competitive market. This exposes
the vulnerability of all subsidy-dependent renewable energy projects to the vagaries of the
government budgeting process. Frequently, subsidies provide temporary support for just
a few years and their renewal is subject to government review and approval while project
life is decades long. This is a particular problem in nations such as the US where most
renewable energy subsidies generally have short lives whereas renewable energy projects
have long lives. Without subsidies, projected profits disappear. Thus, their continuance
depends on Congress passing new legislation to renew subsidies. If Congress does noth-
ing, subsidies automatically expire, a real risk that strongly affects investors’ appetite for
financing renewable energy projects. Even feed-in-tariff rates where consumers directly
bear the extra costs of renewable energy are not immune to risk. Feed-in-tariffs means
that consumers pay the full cost of renewables in the form of higher electricity rates
without government subsidies. If electricity from fossil fuels costs 10 cents per kilowatt-
hour and 25 cents per kilowatt-hour for renewables and renewables make up 5 percent
of electricity generation, the weighted average price to consumers of 10.75 cents per
kilowatt-hour would not be that noticeable. But if renewables make up 30 percent of
electricity, then the weighted average price of 14.5 cents per kilowatt-hour, approaching
a 50 percent premium, would be noticeable. Renewables are at risk if a government is
under public pressure, as in Spain, to do something about spiraling electricity rates from
a greater reliance on renewable energy. In the case of Spain, the government cancelled
subsidies outright, leaving investors in renewable energy high and dry, killing the
prospects for investing in new sources of renewable energy.

Advocates of renewable energy point out that permanent subsidies such as favorable
tax treatments and other means of hidden support enjoyed by fossil fuel companies ought
to be eliminated to put renewable fuels on a level playing field with fossil fuels. It is
amazing that fossil fuels, in business for over two centuries for coal and over a century
for oil and natural gas, are subsidized, particularly when one considers their history of
profitable operations. These subsidies are not subject to an expiration date: once on the
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legislative books, always on the books. They are not only hard to get rid of, but also, in
some industrialized nations, exceed subsidies to renewable energy.

The business of biomass electricity generation can change if current research and devel-
opment efforts result in a technological breakthrough that significantly lowers biomass
energy costs or if prices of fossil fuels (coal and natural gas) rise to levels that make bio-
mass for electricity generation economically attractive. The latter is not likely in the US
where there is no reason for a radical rise in prices for coal and natural gas since both are
bountiful resources. But in Europe, coal is very expensive to mine, and some European
governments (the UK, Germany) phased out massive subsidies which led to mine closures
(subsidies can be phased out if there is political will to do so). Moreover, natural gas from
Russia is not only expensive but also heavily taxed by European governments, making
it costly for consumers. Russian gas is also vulnerable to geopolitical risk of intentional
interruptions in service (always during the coldest part of winter, of course) to encour-
age utility buyers to concede to an arbitrary price hike and revision of payment terms.
(These interruptions have generally been associated with Ukraine not paying its gas bill
to Russia.) To combat both high-priced coal and natural gas, biomass projects fueled by
forests in Scandinavia are certainly feasible to consider as long as they operate on a sustain-
able basis where forest growth outpaces demand for wood products and biofuel.

Lithuania was entirely dependent on Russian natural gas. Its third largest city, Klaipeda,
completed a combined heat and power plant of 60 mW fueled by biomass and waste that
displaced 40 percent of Russian gas consumed in electricity generation.?* This, along
with building similar units in other cities and a LNG receiving terminal for an alternative
supply of natural gas, plus interconnecting the nation’s electricity grid with Sweden and
Poland, may back out most of Russian natural gas imports. Other nations are looking
at Lithuania as a blueprint for reducing dependence on Russian natural gas partially by
substituting biomass for electricity generation.

If we take the position that carbon emissions contribute to climate change, which of
itself represents a cost for those who link the two, then one can justify a tax on carbon
emissions. A carbon emissions tax placed on burning fossil fuel to generate electricity
would make sustainable biomass energy economically attractive because of its associated
reduction in carbon emissions by replacement plant growth. If something on its own
merits cannot be economically justified, then it can be made economically justifiable by
discriminatory taxation. At the end of the 1970s, during the oil crisis, heating oil made up
90 percent of fuel for Swedish district heating plants utilizing combined heat and power
plants that generate both electricity and hot water for apartment heating and commer-
cial use. Sweden placed a carbon tax on fossil fuels to make renewables economically
competitive. The effect of the carbon tax on district heating was that, by 2010, fossil
fuel supplied 2 percent and 70 percent was supplied by forest products’ waste and other
sources of biomass, with the remainder natural gas.” Nevertheless, it would be prefer-
able if technology could make something environmentally desirable also economically
attractive without subsidy gimmicks of one sort or other. A principal argument against
a carbon tax is that it raises the price of electricity to the point where it can have a
negative impact on economic activity.

Even without technological breakthroughs, biomass energy 1s ideal for electricity gen-
eration 1in isolated areas in temperate and tropical regions, such as the island nations of
Southeast Asia, sparely populated areas of South America, and non-arid areas of Africa
not connected to an electric power grid. Micro-electricity generating plants could serve
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the local needs of such communities. Unfortunately, areas already facing deforestation
would be worse oft if biomass were to become a source of energy for generating elec-
tricity unless an associated tree or energy plant farm large enough to supply fuel to the
plant on a sustainable basis was an integral part of the project. Micro-electricity generat-
ing plants dependent on sustainable sources of biomass fuel would provide basic services
such as lighting and communications to a village and encourage cottage enterprises to
provide jobs and amenities. This, of course, presumes that the people consider it a desir-
able outcome. Some indigenous people would rather continue living the way they have
for countless generations than adopt the ways of modern society. And who is to say that
they are wrong?

Biogas

In the presence of dissolved oxygen, aerobic microorganisms decompose biodegradable
organic matter releasing carbon dioxide, water, and heat. In the absence of dissolved oxy-
gen, an anaerobic digestion process takes place that releases carbon dioxide and methane,
which can be collected as a fuel. Aerobic digestion normally occurs in compost heaps.
Anaerobic digestion occurs wherever concentrations of organic matter accumulate in the
absence of dissolved oxygen such as bottom sediments of lakes and ponds, swamps, peat
bogs, and landfills.

A number of steps involving different microorganisms are necessary to produce biogas.
It starts with a hydrolytic process that breaks down complex organic wastes into simpler
components. Then fermentation transforms these organic components into short chains
of fatty acids plus carbon dioxide and hydrogen. Next a syntrophic process converts the
short chains of fatty acids to acetic acid, thereby releasing heat and more carbon dioxide
and hydrogen. One type of bacterium converts the acetic acid to methane and carbon
dioxide, while another type combines hydrogen with carbon dioxide to produce more
methane. Still another bacterium reduces any sulfur compounds to hydrogen sulfide,
which in turn reacts with any heavy metals that may be present to form insoluble salts.
Thus, the simple process of decay turns out to be biologically and chemically complex:
imagine the complexity of processes involved with new bio-based energy technologies!

Biogas from anaerobic decay is approximately two-thirds methane and one-third car-
bon dioxide and can be made from sewage, animal manure, and other organic matter
such as wood chips, household refuse, and industrial organic waste. Biogas generation is
very slow at ambient temperatures, but can be sped up by raising the temperature of the
organic matter up to a point. Energy for heating is generated from organic decomposi-
tion, and, if necessary, a portion of the biogas production can be siphoned oft and burned
to further increase temperature. Gasification of raw sewage involves an initial screening
to remove inorganic objects before being pumped into sedimentation tanks, where solid
organic matter settles as sludge. Sludge is pumped into large anaerobic digester tanks
where decomposition takes place at a heightened temperature. In about 2 months, half
the sludge will be converted into gas. What is left can be dried and used as a fertilizer,
burned as a fuel, or dumped into a landfill.* The public does not accept sludge from
human waste as a desirable fertilizer for the backyard tomato patch and relatively little is
burned as a fuel.

Most sludge from human sewage is buried in a landfill or dumped at sea mainly because
the investment in anaerobic digester tanks is huge considering the 2-month stay time to
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reduce volume by half. But this has not stopped a waste treatment plant in Johannesburg,
South Africa, from producing biogas from sludge to generate electricity. The plan is to
expand capacity by four-fold to 4.5 mW to eliminate outside purchases of electricity.”
The world’s largest technologically advanced digestion plant generates enough electricity
to supply 25,000 homes from the sewage of 1.2 million people in Manchester, England,
that had formerly been dumped into the Irish Sea. The plant uses a thermal hydrolysis
technology where waste input is heated to 165°C at high pressure. When pressure is sud-
denly released, organic substances are “smashed,” releasing 50-60 percent more biogas
than by conventional techniques. Gas is stored in large inflatable bags, then cleaned and
fed as fuel to generate electricity. Remaining sludge is safe for use as free fertilizer or can
be incinerated.® Another example is the UK retailer Sainsbury intending to power one
of its supermarkets with 100 percent renewable electricity produced by methane from an
anaerobic digester fed by biodegradable materials from its entire UK supermarket chain.?

Biogas generating systems are being set up where animal and poultry manure present a
disposal problem. In the past, poultry, beetf, and pig farms had sufficient land, fertilized by
animal waste, to grow crops to be sustainable. Now spreading manure may be prohibited
because runoff may be considered a contaminant of local streams. More importantly,
modern poultry, beef, and pig farms are run like factories and buy their feed. This indus-
trial approach to agriculture does not require much land. Animal waste normally kept in
a void space eventually becomes a waste disposal problem, which can at least be partially
offset by a biogas generator. For biogas to be an effective fuel, carbon dioxide has to be
separated from methane, taking advantage of carbon dioxide being heavier than meth-
ane. Biogas is burned locally in a turbine or fed as a gaseous fuel into a specially adapted
internal combustion engine to power a generator for local consumption of electricity.
Biogas is not only a source of power for running the farm, but also reduces the volume of
organic waste by half. What is left can be spread on fields, if permissible, dried and used
as fertilizer, burned as a fuel, or disposed in a landfill.

Severn Trent, a British publicly traded water company, completed a treatment plant
in 2014 that produces “green gas” from the human sewage of about 2.5 million people.
Part of the methane gas from 16 anaerobic digesters is consumed within the company for
tuel and the remainder (after treatment for smell) is fed into natural gas lines for public
consumption. The company has significantly reduced its natural gas bill, and buyers of
its methane gas are expected to see savings of about 5 percent in their billings. Severn
Trent is not the first; Thames Water Utilities built a plant in 2010 that turns sludge into
biogas. Severn Trent is building a plant that will turn food waste into energy, with plans
to build others.*

Carbon dioxide emissions from generating and burning biogas are a closed carbon
cycle. Human sewage comes from eating plants either as grain, vegetables, or fruits, or
meat from plant-eating animals. Animal waste comes from plant food fed to animals.
Biogas from human and animal waste is not a completely closed carbon cycle because
growing and harvesting crops, processing and distributing food, and manufacturing fertil-
izer and pesticides require a great deal of fossil fuels in the form of gasoline, diesel fuel,
natural gas, and also electricity, about three-quarters of which is generated by burning
coal and natural gas. Nevertheless, biogas reduces carbon dioxide emissions by reducing
fossil fuel demand.

Europe has taken the lead in producing biogas from organic matter, but biogas con-
tributes less than 1 percent to electricity generation.*® Finland is working on a number
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of renewable energy projects including biogas from anaerobic digestion of waste from
sludge and biowaste from households and restaurants. Synthetic gas (syngas) made from
wood biomass will supply fuel for city and airport busses and service trucks plus supple-
ment natural gas.** These projects are economically feasible as they displace costly Russian
gas, but probably still require some form of government assistance to bring them to
fruition. Even if government assistance does not make these projects wholly competitive
with Russian gas, the geopolitical risk associated with Russian gas is a consideration for
paying a premium for biomass energy. The premium can be viewed as insurance against
an interruption in Russian gas supplies. It then becomes a matter of judging whether the
insurance is an economically attractive means of risk mitigation.

As organic matter decays in a landfill, biogas normally finds its way to the surface and
disperses to the atmosphere. If landfill is covered with an impermeable layer of clay or
plastic liner to prevent escape to the atmosphere, biogas can be extracted by sinking tubes
into the landfill. Biogas can fuel an internal combustion engine or turbine to generate
electricity for local use. The problem here is that a covered landfill is probably full and
the investment must be justified by the amount of biogas generated from a finite and
nonreplenishable source.

Disposal of Biowaste

In addition to disposing of sludge, disposing of garbage as biowaste is a major problem
for the principal population centers of the world. Ocean dumping and landfills are not
desirable ways to dispose of garbage. Ocean dumping off New York City has created a
marine dead zone, and fish that live nearby have a high incidence of cancer and/or suf-
fer from grotesque mutations, with their flesh containing a nice concoction of toxins.
Landfills near metropolitan areas are usually undesirable, although they have a role to play
in urban development. LaGuardia Airport in New York City is built on top of a landfill
as are other airports, but a residential development built on top of a landfill might be a
hard sell, although some exist. Time has a way of erasing memory of prior use for subse-
quent buyers of attractive tract homes carefully tendered and conveniently located near
city centers that were originally constructed on top of landfills or cemeteries. Marshes
buried under enormous mounds of garbage capped with a layer of soil are becoming less
available near populated areas and are negatively perceived by the public. Now landfill
sites may be hundreds of miles away from metropolitan areas, and trucking garbage that
distance cannot be cheap.

There is an alternative to transforming picturesque countryside into landfills. Modern
garbage disposal starts with separating recyclables such as paper, cardboard, and items made
from plastic, glass, aluminum, tin, and other metals. Recycling reduces energy intensity
because glass and aluminum require 90 percent less energy when made from glass and alu-
minum scrap than from sand and bauxite. Paper and cardboard made from paper trash and
steel made from scrap also require a lot less energy than making paper from trees and steel
from iron ore and coal. After removing recyclable waste, what remains can be burned to
produce steam, which can be superheated by also burning natural gas to enhance turbine
efficiency for generating electricity. Garbage is ultimately reduced to ash, a small fraction
of its former volume, which can be buried in a landfill.

Though this may be considered an attractive means of disposing of garbage, it is also
costly to build an electricity generating plant that runs on garbage. However, fuel is not
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only free, but a charge for disposing of garbage becomes another source of revenue in
addition to selling electricity. Even so, revenue from selling electricity and disposing of
garbage may not be sufficient to justify the investment. Burning garbage does not gener-
ate nearly the same amount of electricity as burning coal or natural gas. Communities
may still find it cheaper to dump garbage in the ocean or ship it to a distant landfill rather
than pay for it to be burned under controlled conditions for generating electricity.

As long as there is no cost associated with dumping garbage into the ocean or in trans-
forming the countryside into landfills, other than shipping and dumping fees, there is an
economic incentive for municipalities to continue doing business as usual. An environ-
mental degradation tax would internalize the cost of external damage to the environment
by dumping garbage in the ocean or in landfills and make these alternatives more costly. If
this were done, then sharp-eyed pencil pushers determining whether to pay shipping and
dumping or landfill fees along with an associated environmental degradation tax, versus
using a garbage burning electricity generating plant without an environmental degrada-
tion tax, might have a change of heart. As long as pencil pushers are weighing the relative
merits of alternatives strictly in terms of dollars and cents, then internalizing an external-
ity (putting a cost on environment degradation) is a way to sway these single-focused
individuals to select an environmentally sound way to dispose of garbage. Persuasive
arguments and appeals to their better nature mean little when there is a cheaper, though
less desirable, alternative.

In one way it is unfortunate that pencil pushers make decisions by scribbling figures on
a pad of paper without thought to social or environmental consequences; but in another
way, it is fortunate. You can depend on their making a decision based on selecting the
least cost alternative, and this makes it relatively easy to shape their decisions. All one has
to do to make a desirable outcome attractive is to ensure that it is the least cost alternative,
which an environmental degradation tax would do. Moreover, the proceeds of the tax
can be dedicated to funding the building of environmentally sound garbage disposal plants
whose output of electricity would reduce the need to burn fossil fuels. Such a simple
solution to a complex problem seems to escape human attention. Unfortunately, in the
case of local garbage burning electricity generating plants, the not-in-my-backyard syn-
drome makes it difficult to site plants within city limits where they belong from a logistics
standpoint. Another drawback has been the discovery that these plants emit mercury and
other noxious metal fumes from burning discarded batteries and electronic gear found in
household trash. However, a modern waste-to-energy plant can incorporate features that
remove most of the nitrogen oxide, mercury and dioxins, acid gas, and particulates.*

The US Air Force has been underwriting the development of a garbage-in, energy-out
plasma gasification system that transforms 10 tons of garbage daily to 350 kW sufficient to
run the test plant. A mechanical shredder reduces garbage to 2-inch lengths that are trans-
ferred by an air-tight auger to an oxygen-poor gasification chamber where two graphite
electrodes generate an arc of electricity at 9,000°F. The resulting plasma, or cloud of ion-
ized particles, reduces wood, plastic, medical waste, polychlorinated biphenyls, asbestos,
hazardous hydrocarbons, and any other organic material to a syngas of hydrogen and
carbon monoxide. Metals and glass are liquefied into a molten pool at the bottom of
the chamber. The bottommost layer is liquid metals, which are drawn off and recycled.
The layer of silica above the liquid metal is also drawn off, cooled, and used as construc-
tion aggregate. Manufactured syngas exits the furnace and in this test plant generates
enough electricity for sustainable operations. In commercial applications, syngas would
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be transformed not just to electricity but also various fuels via the Fischer-Tropsch pro-
cess. Another advantage is that conventional incinerators emit dioxin and furan, mercury,
and other harmful emissions, which the plasma gasification system can cut by 99 percent.
This system 1s being scaled up by Fulcrum BioEnergy to handle 200,000 tons of garbage
annually, whose syngas will produce 10 million gallons of transportation fuels (jet fuel,
diesel) at a cost equivalent to $50 per barrel crude oil. The plant is expected to be in
operation in 2016.** If the technology and economics prove successful, there would be
no need for further landfills for municipal waste.

Tapping Biomass for Electricity Generation

Brazil has been a model nation in having a national energy policy aimed at reduc-
ing the consumption of fossil fuels in electricity generation by developing low-cost
hydropower resources. Its original goal was to have hydropower supply all the nation’s
electricity needs until a drought in 2002 caused severe power outages throughout the
nation. Faced with the need to find alternative backup ways to generate electricity,
Brazil turned to natural gas. Brazil decided to build pipelines to tap natural gas fields
in Bolivia, Argentina, and remote regions of the Amazon, and to import natural gas
in a liquefied state. Rather than pursue electricity generating plants fueled by largely
imported natural gas, why not plant sustainable tree farms to supply biomass fueled elec-
tricity generating plants? Biomass seems to be a neglected fuel for large-scale generation
of electricity in Brazil. Bolivia’s nationalization of its natural gas reserves in 2006, which
caused Petrobras, the national oil company of Brazil, to lose a significant amount of
money, should have induced Brazil to view biomass in terms of energy security much
as we view coal, but apparently not.

The UN Development Programme (UNDP) is responsible for implementing UN
conventions on biological diversity and climate change. Global Environment Facility,
the financing arm of the UNDP, has funded, along with private corporate support, the
developmental stage of a biomass integrated gasification/gas turbine (BIG/GT) in Brazil
fueled by wood chips from tree plantations. Brazil already leads the world in having huge
pine and eucalyptus tree plantations for paper pulp. BIG/GT transforms wood chips into
a clean burning gas and steam, both of which can be used to generate electricity. BIG/GT
plants would create many more jobs in planting and harvesting trees than hydropower
and natural gas plants over their project lives. If proven commercially and technologically
feasible, BIG/GT installations can be sized to serve local communities and built wherever
there is land fit for growing trees on a sustainable basis to avoid deforestation.

A centralized electricity generating system requires high-density population centers to
financially support the construction of large conventional plants with long-distance trans-
mission lines. Such systems cannot economically serve remote areas of the Philippines,
Indonesia, Malaysia, and Africa, but a distributive electricity generating system, such as
BIG/GT, can be sized for the local population and be fueled by sustainable tree farms to
neutralize carbon dioxide emissions. Yet micro-electricity, biomass-fueled plants, capable
of serving the needs of about one to two billion people dispersed in low-density popula-
tion areas outside the main power grids, have made little progress. Even those villages
with biomass-fueled plants for local industrial activities such as lumber mills and food
processing plants are, for the most part, without electricity for light and comfort. One
would think that generating electricity for a lumber mill or a food processing plant would
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be scaled up to supply power to a local community. This should be a no-brainer, but is
not being done. It could be recognition that few in the village can pay for the electric-
ity no matter how low its price. The absence of electricity prevents the development of
cottage enterprises that provide basic amenities and goods along with paying jobs to buy
these amenities and goods and pay for the electricity that they require. No electricity
keeps people hopelessly locked in poverty. But supplying electricity would induce devel-
opment of cottage enterprises that would provide income and jobs to pay for electricity
after the fact. This is a clear case of chicken and egg: free or heavily subsidized electricity
must come first before there is sufficient economic development that would provide a
means to pay for it.

One would think that building a micro-electricity generating plant fueled by freely
available biomass in a remote village would be a high-priority item for governments in
pursuit of social and economic development, but this is apparently not the case. All one
sees 1s a fairly uniform lack of progress. However, if BIG/GT technology proves techno-
logically and commercially feasible, distributive BIG/GT installations serving local needs
along with solar and wind could contribute to the economic development of large areas
of the world that cannot be served by conventional electricity generating grids. But this
depends on external financing, which, other than a few showcase projects, is apparently
not readily available.

A proposal has been made for opuntia or nopal, a prickly pear cactus, to be a biomass
crop for biogas production. Prickly pear cactus pads degrade five to ten times faster than
manure, and only 4 hectares of the opuntia can produce an estimated 800 cubic meters of
biogas per day. It is estimated that as much as 2.5 kWh of methane can be obtained from 1
kg of dry opuntia. Opuntia grows to maturity in 1-3 years and then harvested, chopped,
and consumed by methanogenic bacteria in anaerobic digesters releasing a 50-50 mixture
of methane and carbon dioxide.”

Biofuels

Biofuels are bioethanol and biodiesel; bioethanol will be handled first. Ethanol can be
made in an oil refinery by the catalytic hydration of ethylene with sulfuric acid as a
catalyst and also from coal gas, but fossil fuel derived ethanol is used almost exclusively
for industrial purposes and only accounts for 5 percent of world ethanol production.
“Ethanol” herein refers to hydrous bioethanol (around 5 percent water) and anhy-
drous bioethanol (no more than 1 percent water). Anhydrous bioethanol is the same as
200-proof White Lightning whisky (100 percent ethyl alcohol) except being denatured
with 2—5 percent gasoline or natural gas liquids to make it unfit for human consump-
tion (if one considers White Lightning fit for human consumption!). Hydrous ethanol
can be used as a 100 percent substitute for gasoline, or E100 (technically E95 tak-
ing denaturing into consideration). Brazilian automobiles that run on E100 consume
hydrous ethanol, which is cheaper than anhydrous ethanol, as the final drying process
of removing residual water is not necessary. Gasohol, a mixture of gasoline and ethanol,
requires anhydrous ethanol. Ethanol figures exclude alcoholic beverages and ethanol
found in consumer products such as cosmetics, paints, and ink, and consumed in com-
mercial and industrial processes.*

As seen in Figure 3.1, Brazil and the US account for 83 percent of world ethanol
production and the US has overtaken Brazil as the world’s largest producer.”’” US and
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Figure 3.1 Global Ethanol Production (million gallons)

Brazilian production were even in 2005, but since then, Brazilian production increased
about 45 percent, whereas US production has grown 235 percent. Global ethanol pro-
duction increased 7.8 percent between 2010 and 2014, reflecting 2 years of declines and
2 years of advances. Other contributors are Canada, India, Thailand, and Argentina.
The US relies on corn (maize) to produce ethanol, whereas Brazil relies on sugar.
Although the US is in first place, Brazil has much greater potential to expand sugarcane
production than the US has in further converting corn to ethanol. Comparing ethanol
production in Figure 3.1 with oil consumption in BP Energy Statistics for 2014, etha-
nol is estimated to be about 9.8 percent of gasoline in the US, 31.3 percent in Brazil,
and 4.4 percent of global gasoline. In 2013 the US was pushing against the 10 percent
limit of ethanol in gasoline imposed by warranties issued by automobile engine manu-
facturers, the so-called blend wall. While the Energy Independence and Security Act
of 2007 required increasing amounts of alternative fuels for transportation fuel, the US
Environmental Protection Agency (EPA) proposed a lower volume of renewable fuels,
which is mainly ethanol, of 13.4 billion gallons in 2015 and 14 billion gallons in 2016
versus actual production of 14.3 billion gallons in 2014. This had to be done because
mandated consumption of ethanol was up against the blend wall; that is, there was no
room left to absorb ethanol in the gasoline stream. With Brazil showing modest growth
in the last few years, it will be up to the EU, Canada, India, and other nations to pick
up the slack to meet the World Energy Outlook forecast for the role of biofuels in 2035.
However, a fall in the international price of sugar and a rise in crude oil prices would
significantly increase Brazilian ethanol production. Moreover, the World Energy Outlook
forecast includes biodiesel, whose growth could contribute to achieving the forecast.
The process for making ethanol was well established in ancient Egypt when beer
was the common beverage for working people, just as it is today throughout the world
where alcohol consumption is allowed. Distillation of wine to raise the alcohol content
was discovered by the Chinese around 3000 BCE, reaching its zenith as 200-proof first
recorded in the eighth and ninth centuries in eastern Europe, today known as vodka.
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Interestingly, the distillation process for making whisky was adapted in the earliest days of
the oil industry to refine kerosene from crude oil, and the same barrel for aging, storing,
and shipping whisky became the proverbial 42-gallon barrel of oil.

Ethanol is a renewable transportation fuel that adds carbon dioxide to the earth’s atmos-
phere to the extent that fossil fuels are consumed in its production and transportation.
If ethanol could be produced without fossil fuels, then its contribution to carbon emis-
sions would be hypothetically zero as the carbon dioxide released during combustion
would be absorbed by replacement plant growth. But this is not the case. In the US, other
than ethanol proponents, many observers believe that ethanol made from corn represents
only a marginal reduction in carbon emissions, while others believe that ethanol actually
increases carbon emissions when fossil fuels associated with its production are fully taken
into account. If it can be shown that ethanol increases carbon emissions, then there is
no longer any justification from an environmental point of view. From an energy point
of view, ethanol can be justified to the extent that it reduces reliance on oil imports.
Producing ethanol in Brazil from sugar is effective both in cutting carbon emissions and
in reducing reliance on oil imports.

Photosynthesis absorbs energy from sunlight to convert carbon dioxide and water to
glucose (sugar), the simplest form of carbohydrate, and oxygen:

6CO, + 6H,0 + Light (photosynthesis) = C,H{,O4 + 60,

The fermentation process decomposes glucose into ethanol and carbon dioxide:
C¢H;,O4 — 2C,H,O + 2CO,

The chemical formula for ethanol is sometimes written as C,H.OH; either way, ethanol
reacts with oxygen during combustion to produce energy that can power an engine along
with the waste products of carbon dioxide and water:

2C,HO + 60, — Energy + 4CO, + 6H,0O

One difference between ethanol and gasoline is that the ethanol molecule contains
oxygen, whereas gasoline is a blend of hydrocarbons ranging from C.H,, to C _H,.
Ethanol is an oxygenate that improves fuel combustion, reducing carbon monoxide,
unburned hydrocarbons, and particulate emissions in comparison to gasoline. However,
some oxygen in ethanol reacts with atmospheric nitrogen during combustion, producing
ozone-forming nitrous oxides, the precursor to smog. Ethanol has no sulfur emissions
and is a cleaner-burning fuel than gasoline with 13 percent less emissions even with its
higher nitrous oxide emissions. Moreover, ethanol, along with biodiesel, is biodegradable
if spilled on the ground. Biofuels are eligible for carbon credits where a cap and trade
program has been instituted for reducing carbon emissions.

Though theoretically carbon-neutral, ethanol is not carbon-neutral when netted of
fossil fuels consumed during planting and harvesting. In the US, fossil fuels are also
consumed in pesticide and fertilizer production and distribution and in converting corn
to ethanol and distributing the end product. Both natural gas and electricity are needed
to run ethanol producing plants where electricity is 75 percent derived from burning
coal and natural gas. At best, US ethanol production is a means to convert fossil fuels
(coal, natural gas, and oil) to a gasoline substitute. The major difterence between the
US and Brazil is that sugar requires less energy than starch to be converted to ethanol
and that bagasse is burned to generate electricity for the ethanol conversion process.
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But fossil fuel (petrodiesel) is still consumed for agricultural activities and transportation
of sugarcane and ethanol. While Brazilian ethanol is more effective as a substitute for
gasoline consumption and in reducing carbon emissions than US ethanol, it will
become more so when biodiesel is substituted for petrodiesel for agricultural activities
and transportation.

The energy content of 87 octane gasoline is around 115,000 Btu per gallon versus
76,000 Btu per gallon for ethanol (E100).** On an energy equivalent basis, ethanol
requires about 1.5 gallons to be burned to obtain the same energy output as 1 gallon of
gasoline. But ethanol has a higher octane rating of 98—100 compared to 86—94 for gaso-
line. The higher octane improves engine performance by reducing engine knocks, which
occur from premature fuel combustion during acceleration or pulling a heavy load. The
higher octane of ethanol is cleaner burning and better performing and improves engine
power by about 5 percent. Taking both factors into consideration, an automobile burning
E100 ethanol will get 70 percent of the mileage of one burning gasoline. In other words,
a car getting 30 miles per gallon on gasoline would be expected to get 21 miles per gal-
lon on pure ethanol. The reduction in mileage from burning gasohol is directly related
to its ethanol content. Besides lower mileage, another drawback of a high percentage of
ethanol in gasoline is difficulty in cold weather starts.

Ethanol requires special conditions for shipping and storage. The existing pipeline and
storage infrastructure system for oil products is unsuitable for ethanol, which has an affinity
for water. If gasohol is carried in petroleum pipelines and absorbs residual moisture, a
phase separation occurs making it virtually impossible to reblend ethanol with gasoline.
Ethanol is also a solvent that absorbs rust, gums, and other contaminants in piping and
storage tanks, making it unfit to be a motor vehicle fuel. Depending on the metallurgy
of the pipeline, it is possible for ethanol’s electrical conductivity to increase corrosion
rates. Ethanol in gasohol can also strip off certain corrosion inhibitor coatings on the
interior surface of pipelines and promote stress corrosion cracking. Another problem
with moving ethanol in petroleum pipelines is that it is much more difficult to segregate
batches of ethanol-gasoline blends. Petroleum pipelines operate on the principle of fun-
gible products where what is shipped by a seller may not be what is received by a buyer.
However, the buyer is assured that what is received has the same specifications of what
was purchased. Batches of various blends of gasohol are not fungible because they cannot
be easily identified and separated for final delivery to the buyer.

Ethanol and gasohol can be carried in dedicated pipelines built to withstand the tech-
nical challenges posed by ethanol. In the US, the logical ethanol pipeline would run
from the Midwest to the Northeast, with entry points at various centers of corn growing
regions for delivery of ethanol to markets in Chicago, Philadelphia, and New York City.
The associated pipeline toll for building an ethanol pipeline must reflect the cost and time
hurdles of obtaining government environmental approvals and permits, a high capital
cost to reflect the special nature of handling ethanol, and the most likely throughput
volume. Of vital concern is the question of whether the resulting pipeline toll provides
a clear economic advantage over the present logistics system; if not, the pipeline cannot
be economically justified.

The present logistics system does not involve pipelines, but tank trucks, rail tank
cars, barges, and tankers. Ethanol is shipped in tank trucks for short-distance movements
within the Midwest from ethanol plants, not to refineries but to distribution points,
where ethanol is “splashed” into gasoline being pumped into tank trucks for final delivery
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to retail filling stations. Rail tank cars ship ethanol to distribution points beyond the
Midwest. Ethanol is also moved on inland waterway barges down the Mississippi River
to terminals for transfer to tankers for export and to coastal barges to serve US east and
west coast port terminals for final delivery by tank trucks to gasoline distribution points.
Ethanol shipments in tankers do not require double hulls as do petroleum products.
Double hulls reduce the chance of a spill because petroleum spills are highly polluting,
whereas ethanol spills are biodegradable. The cost to move ethanol or any liquid is lowest
by vessel, if possible, then in ascending order, pipeline, barge, and rail, with truck being
a factor of up to 10 times more expensive than rail for long hauls.

History of Ethanol as a Motor Vehicle Fuel

The history of the nonalcoholic use of ethanol started as a fuel for lighting in the nine-
teenth century. In the 1850s, nearly 90 million gallons of pure ethanol were consumed
annually as a fuel for lamps. In 1862 an excise tax on alcoholic beverages of $2 per gallon
knocked ethanol out of the lighting market for the benefit of other sources such as kero-
sene, whale oil, and methanol. The reason why the tax applied to all ethanol was that tax
authorities were unable to monitor whether ethanol was being drunk or burned in a lamp.

Early automobile engines ran on a variety of fuels including ethanol, such as Nicholas
Otto’s first spark-ignition engine and Henry Ford’s first automobiles in 1896. With repeal
of the liquor tax in 1906, Ford wanted ethanol to be the fuel of choice for his Model T's
to counter a farming depression.*” Converting grain to alcohol would create incremental
demand, raising its price to improve the living standards of farmers plus boosting rural
job opportunities, the same benefits espoused by biofuel aficionados today. The problem
facing Ford was the oil industry built on kerosene for lighting. At the turn of the century,
kerosene faced a dim future with the invention of Edison’s electric light bulb. Naphtha,
the light end of the refining process, was considered a waste product often dumped into
the nearest stream. The advent of the automobile meant salvation to the oil industry. A
new market in gasoline made from the waste product naphtha would be a substitute for
a declining market in kerosene.

Cheap gasoline forced Ford to modify the Model T in 1908 to have two fuel tanks—
one for ethanol and the other for gasoline. The carburetor was adjustable for either fuel or
a mix of the two, the precursor of today’s flex fuel vehicles. Ford and Standard Oil entered
into a partnership to distribute corn-based ethanol blended with gasoline. In the 1920s,
gasohol represented about 25 percent of Standard Oil’s sales in the corn growing region
under the brand Alcogas. But as time went on, gasoline became the motor fuel of choice
with ethanol primarily an additive for better engine performance. Prohibition, which lasted
from 1919 to 1933, made it illegal for farmers to produce ethanol from the family still for
any purpose including being a fuel. Tetraethyl lead took over ethanol’s role as an antiknock
agent. After the repeal of prohibition, bioethanol again became part of the gasoline stream.
With falling corn prices during the 1930s depression, Midwest states sought alternative
uses for farm products. Alcolene and Agrol were gasoline blends ranging between 5 and
17.5 percent ethanol sold in 2,000 retail outlets from Indiana to South Dakota. Nonetheless,
the oil industry lobbied against blending of alcohol in gasoline, as the Depression worsened
the financial prospects for oil. Interest in ethanol waned after the Second World War as it
could not compete against gasoline. But interest revived in the wake of the 1970s oil crisis
beginning with Brazil’s National Alcohol Program (ProAlcool).
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Why Sugar?

The agricultural feedstock of choice for ethanol is sugar, also known as glucose, the sim-
plest form of carbohydrates. The human body can easily convert sugar to energy. White
refined sugar has virtually no nutritional value, while brown sugar, a less refined state of
white sugar, retains some vitamins and minerals. Molasses is the residue of the sugar refin-
ing process and is mixed with cattle feed or fermented under controlled conditions to
produce rum or mixed with water for another run through the ethanol making process.
Sugar causes tooth decay by metabolizing into an acid that eats away at tooth enamel and
contributes to obesity, diabetes, and perhaps hyperactivity when consumed in excess.
Sugar may not be a good food, but is sure a good biofuel!

The history of sugar by the evaporation of sugarcane juice can be traced back to
500 BCE in India. From there it spread to the Middle East and China. Arabs and
Berbers introduced Europeans to sugar during their conquest of the Iberian Peninsula
in the eighth century. Crusaders brought sugarcane plants back with them on their
return to Europe where, in the fourteenth century, advances in sugar presses made
it economical to grow sugar in southern Spain and Portugal, and from there to the
Canary Islands and Azores. Spanish and Portuguese explorers and early settlers intro-
duced sugarcane to the Caribbean and Brazil, both perfect environments for growing
sugarcane whose low cost undercut supplies from Asia and Europe. Market demand
for sugar and molasses in Europe and North America provided rich rewards for grow-
ers, but there was a shortage of labor. Native Americans could not survive the rigors
of working in the sugar plantations, but Africans could—the economic impetus for
the slave trade. Sugarcane rapidly exhausts soil of its nutrients, which was addressed
by abandoning nutrient-depleted land and bringing new land into cultivation. Before
Castro, Cuba was a major producer of sugar not only from its favorable growing con-
ditions but also from the technological leadership displayed by Cuban sugar growers
on how to optimally apply fertilizers to prevent soil exhaustion and how to improve
the sugar-making process to reduce costs—knowledge that spread throughout the
world of sugar. Today much of these capital investments in sugar processing plants
lie in ruins or operate with equipment more than a half century old. Technological
leadership displayed by Cuban sugar growers may be an historical footnote in Cuba,
but not necessarily a footnote in other Caribbean nations. A similar story can be told
about cigar making.

Discovery of sucrose in sugar beets and the process for making sugar from sugar beets
occurred in Europe in the 1700s, but its cost was not competitive with imported sugar
from sugarcane. Napoleon, when cut off from sugar imports by the British blockade,
banned sugar imports (interesting timing), which provided the economic impetus for
advancing the technology to convert sugar beets to sugar. Sugarcane is grown in tropi-
cal and subtropical regions, whereas sugar beets are grown in temperate regions of the
Northern Hemisphere. Sugar from sugarcane is cheaper than from sugar beets, even
though sugar beets have a higher sucrose yield, because the process of separating sugar
from sugar beets is more complicated. Sugar production is estimated to be 173.4 million
metric tons for 2015/2016, down from a peak of 177 million metric tons in 2012/2013.
Opver 100 nations grow sugar, of which about 80 percent come from sugarcane and the
remainder sugar beets. Figure 3.2 shows the world’s top 11 producers, accounting for
78 percent of world sugar production.
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Figure 3.2 2015/2016 Estimated Sugar Production and Exports (million tons)

Total exports are 55.8 million tons, or 32 percent of production. Figure 3.2 shows the
relationship between production and exports for the major sugar producers.* Brazil is by
far the world’s largest producer (20 percent of world production) and exporter of sugar
(43 percent of world exports). Brazil as a nation exports 71 percent of its production as
sugar or ethanol. Thailand exports 72 percent of its production, Australia 77 percent, and
Guatemala 80 percent. Larger producers such as India and the EU export little of their
production. The cost of production for sugar from sugar cane and sugar beets in Euros
per metric ton is in Figure 3.3.4

The lowest cost sugar producer is Brazil by far, with other low-cost producers being
Australia, Thailand, and South Africa. India is a medium-cost producer. The cost of sugar
from sugar beets is significantly higher than that of sugar from sugar cane, with Poland the
lowest and Germany the highest cost sugar producer. The US is a high-cost producer of
sugar from sugarcane and sugar beets. The EU, the US, and Japan protect their domestic
sugar growers by imposing high tariffs on imports.

Brazil—The Great Leap Forward for Biofuels

The development of the ethanol industry in Brazil was not entrepreneurial in nature, but
was nurtured by decades of an active pro-ethanol energy policy pursued and financially
supported by the government. In 1975 Brazil imported much of its oil needs, aggravat-
ing its negative balance of trade. Brazil also had a social challenge of doing something
about the enormous numbers of unemployed workers in the rural Center-South and
North-Northeast regions of Brazil. The solution for both problems was bioethanol. The
Brazilian government implemented a program to stimulate ethanol production to reduce
reliance on imported oil, provide job opportunities for large numbers of unemployed
workers, and convert fallow land to agricultural use. The government provided billions of
dollars in low-interest loans for entrepreneurs and landowners to finance the construction
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Figure 3.3 Cost of Sugar Production (Euros per metric ton)

of ethanol production plants and convert mostly fallow and underutilized grazing land to
sugarcane plantations.

The government also required Petroleo Brasileiro SA (Petrobras), the state oil com-
pany, to purchase ethanol to blend a vehicle fuel with a minimum of 22 percent ethanol
(E22). Petrobras had to refit its gasoline stations to sell gasoline, gasohol, and pure ethanol.
A differential tax was placed on motor vehicle fuels to ensure that hydrous ethanol sold
initially at a 65 percent discount from the price of gasoline. This, along with tax incen-
tives to purchase automobiles fueled by hydrous ethanol, provided a clear incentive for
Brazilians to buy automobiles that ran on E100. Ethanol consumption grew rapidly from
1983 to 1988, with 90 percent of new car sales being pure ethanol vehicles. By 1990,
over five million pure ethanol vehicles made up about half of the population of the motor
vehicle fleet. The subsidy on ethanol was eventually reduced to 35 percent, making the
ethanol price competitive with gasoline on an energy content basis.

The Brazilian automobile industry had to modify engines to burn high concentrations of
ethanol in gasoline or pure ethanol by eliminating materials such as aluminum, zinc, brass, and
lead whose metal deposits from ethanol would eventually damage an engine. Nonmetallic
materials that cannot come in contact with ethanol include natural rubber, polyurethane,
cork gasket material, leather, polyvinyl chloride polyamides, methyl-methacrylate, and
certain thermal plastics. Fiberglass reinforced with nonmetallic thermoset was found suit-
able for the storage and piping of ethanol in automobiles. Conventional automobiles can
burn gasohol of 10 percent ethanol (E10) with no modifications. For automobiles to burn
between E10 and E25, modifications may have to be made to the fuel injection, pump,
pressure device, filter, tank, and catalytic converter, along with the ignition and evaporative
systems, depending on the automobile design. Between E25 and E85, further modifications
may have to be made to the basic engine design and the intake manifold and exhaust sys-
tems. A cold-start system may have to be installed for automobiles to burn E100.

A metric ton of sugarcane (2,205 pounds) can produce either 305 pounds of refined
sugar or 21 gallons of ethanol. Although Brazilian sugarcane growers are free to sell to
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either the sugar or ethanol market, whichever is more profitable, Petrobras is required
to buy ethanol to ensure that the regulatory minimum content of ethanol in gasoline
is satisfied. This creates the market for ethanol. However, during the latter part of the
1980s and 1990s, Petrobras discovered offshore oilfields which promised to eventually
make Brazil self-sufficient in oil, reducing the negative trade balance associated with oil
imports. Moreover, the price of oil fell significantly in the mid-1980s from the crisis lev-
els of the late 1970s and early 1980s. The decline in oil imports and oil prices weakened
the government’s resolve to support biofuels. In 1988 the government permitted the free
export of sugar to reduce the amount of subsidies being paid to ethanol producers. As
sugarcane growers diverted sugar to the international export market to take advantage of
higher prices, ethanol producers were squeezed between a high cost for their raw mate-
rial input and a low price for their output. The fall in ethanol production in the 1990s
was so great that Brazil became the world’s largest ethanol importer. But imports were
not enough to avert shortages, which resulted in a loss of consumer confidence in pure
ethanol burning automobiles. Brazilians switching from pure ethanol to gasohol burning
automobiles ended the era of pure ethanol automobiles.

In 2000 Brazil deregulated the ethanol market and removed all subsidies, but depending
on market conditions, motor vehicle fuels were required to be blended with a minimum
of 20—-25 percent ethanol. Brazil stopped importing ethanol and became an exporter. Flex
fuel vehicles were introduced in 2003 that could run on straight ethanol, straight gasoline,
or a blend of the two—the same as Henry Ford’s early Model Ts. This protected Brazilian
drivers from the vicissitudes that had previously plagued pure ethanol burning vehicles.
New cars built in Brazil are flex fuel, with 12 automobile manufacturers offering Brazilians
a choice of 90 models. The 2012 fleet of automobiles, which includes all previously built
automobiles, is 51 percent flex fuel, 47 percent gasoline, and 2 percent pure ethanol. The
2020 projected fleet is 81 percent flex fuel, 18 percent gasoline, and 1 percent pure etha-
nol, reflecting the preponderance of flex fuel automobiles being built in Brazil.*

Filling stations have pumps for gasoline, ethanol, or ethanol-blend (gasohol). Motorists
can choose what makes best sense for them, which means that the competitive price of
pure ethanol must be at a 30 percent discount from gasoline to reflect its lower energy
content. Automobile drivers can play the arbitrage game as the price of gasoline changes
with respect to the price of crude oil and ethanol with respect to the price of sugar. Most
ethanol distilleries are part of sugar mill complexes, and their owners can also play the
arbitrage game between shifting prices for ethanol and sugar by the portion of sugar sold
as sugar or ethanol. Advocates of bioethanol in the US point out that it would be neces-
sary to copy the Brazilian model of having most gasoline stations offering both ethanol
(E85) and gasoline and for auto manufacturers to produce mostly flex fuel cars before
bioethanol can play a significant role as a substitute for gasoline.

Figure 3.4 shows oil consumption in Brazil in millions of barrels per day (Bpd) from
1965 to 2014. The conclusion one may reach is that the impact of bioethanol has been to
interrupt growth in oil demand between 2000 and 2007, but that the historic growth rate
has been restored and in fact appears to be accelerating as Brazil, a member of the BRIC
nations, is undergoing rapid economic development.

About 40 percent of oil consumption goes into gasoline that is then mixed with
ethanol. Ethanol does not affect the consumption of diesel and jet fuel, lubes, petrochem-
ical feedstocks, and fuel oil. However, ethanol can be substituted for high-octane aviation
gasoline to power prop-driven airplanes. Eleven hundred Brazilian crop dusters, about
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Figure 3.4 Oil Consumption in Brazil (million Bpd)

75 percent manufactured by Ipanema, have logged about one million hours of flight time
on pure ethanol.”® The energy density of ethanol is too low for commercial jet engines,
but a blend of biodiesel and jet fuel has been successtully tested by several major airlines.

At the beginning of 2012, two important changes were made with respect to US etha-
nol subsidies that affected Brazil. One was a $0.45 per gallon Volumetric Ethanol Excise
Tax Credit that basically meant that ethanol did not have to pay the gasoline excise tax.
This was a major price support for US ethanol producers. The other subsidy was a dis-
criminatory tarift on imported ethanol only from Brazil of $0.54 cents per gallon. This
was to protect US ethanol producers from Brazilian competition. Both subsidies had
expiration dates that required Congress to pass new legislation for the subsidies to remain
in place. Since Congress chose not to act, they simply expired. The expiration of both
subsidies placed the price of ethanol in the US and Brazil on the same footing, which
meant that Brazilian ethanol was worth a dollar a gallon more in 2012 than in 2011.* On
the surface, this could be a major impetus for Brazilian exports to the US.

Before 2012, in response to a distinct economic disincentive for exporting to the US,
Petrobras embarked on an aggressive plan to seek ethanol outlets in Japan and China
and other nations that viewed bioethanol as a means to reduce reliance on imported
oil. Europe was looked upon as a potential export market to fulfill the EU objective
of having renewables supplying 20 percent of energy needs by 2020. In 2012 almost
half (49 percent) of Brazilian sugar production was converted to ethanol, amounting to
20 billion liters. Of this, three billion liters (15 percent of production) were exported
where the largest market was, not Asia or Europe but the US, receiving two billion lit-
ers.”® The reason for this was that sugar-based ethanol could most economically fulfill
EPA’s advanced biofuels mandate, which designated sugar-based ethanol not made in the
US as an advanced biofuel.

In 2013, US ethanol producers were facing a blend wall that placed pressure on
US ethanol imports until this problem was resolved. Moreover, there was growing
opposition to biofuels in Europe in reaction to the perceived impact of biofuels on
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food production and doubt over the effectiveness of biofuels to cut greenhouse gas
emissions.*® This has a major ramification on the projected World Energy Outlook growth
of biofuel consumption. Clearly a significant global ethanol export market has not yet
developed, nor is apt to develop, taking a lot of the air out of the slogan “Brazil, the
Saudi Arabia of Ethanol.”

Though sugar production in Brazil is free of subsidies, there is still a subsidy by Brazilian
government to support research programs to improve sugarcane varieties and fertilizer
applications. New varieties have been developed to make sugarcane more resistant to
drought and pests while yielding higher sugar content. There are now over 500 commer-
cial varieties of sugarcane, but only 20 are used for 80 percent of sugarcane production.
Diversification of varieties is essential for pest and disease control. Rapid replacement of
varieties has stemmed highly damaging disease epidemics. While pesticides are used to
control damaging insects, Brazil’s first line of defense is biological countermeasures such
as parasitoids to control sugarcane beetles and certain fungi to control spittlebugs. In
30 years, the yield of sugar from sugarcane increased from 55 tons per acre in 1975 to over
90 tons per acre in 2003 with a 14.6 percent sugar content, which of itself has increased by
8 percent between 1975 and 2000. As a result of this government investment in research,
ethanol yields increased from 242 gallons per acre in the 1970s to 593 gallons per acre in
the late 1990s. The success of this research program has more than paid for itself. Oh, that
other government programs could make such positive contributions!

Waste products of making sugar from sugarcane are bagasse and vinasse. Bagasse is
the residue of sugarcane stalks after the sugar is extracted. Electricity produced by burn-
ing bagasse is estimated to be 1,350 mW as compared to Brazil’s Angra I nuclear power
plant of 657 mW (a typical large coal or nuclear electricity generating plant is about
twice this size). Most of the electricity is consumed internally (1,200 mW) for converting
sugar to ethanol and the remaining 150 mW is sold to electric utilities. This electricity is
generated during the dry season when hydropower, the principal source of electricity in
Brazil, operates at reduced capacity. Electricity output could be enhanced by replacing
low-pressure steam boilers with more efficient high-pressure boilers. Mechanization in
harvesting sugarcane has increased the volume of biomass that can be burned for electric-
ity generation by eliminating burning of sugarcane fields. Burning bagasse for electricity
generation produces little ash and no sulfur, and its nitrous oxide emissions are low as
bagasse is burned at relatively low temperatures. Bagasse is also sold to other processing
industries as a substitute for burning heavy fuel oil.

Vinasse is a liquid residue from alcohol distillation. Every liter of ethanol produces 10
to 15 liters of vinasse, which contains high levels of organic matter, potassium, and cal-
cium, and moderate amounts of nitrogen and phosphorus absorbed by sugarcane. The
volume of vinasse is about the same as the entire sewage waste of Brazil and was initially
dumped into streams and rivers, resulting in algae blooms and fish kills. With a similar
chemical composition to fertilizer, it is now spread on the ground along with another
waste product, filtercake, and other waste water from making ethanol. Application of
vinasse is optimized for the soil and environmental conditions in order to reduce the
amount of fertilizer required for sugarcane cultivation—an example of fertilizer recy-
cling. Spraying vinasse on soil can also be for irrigation, but Brazil is fortunate in having
sufficient rainfall to support this water-intensive crop. As a counterpoint, irrigation in
the sugar growing region in India is depleting the water table—clearly a nonsustainable
agricultural practice.
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Sucrose from sugarcane is normally converted into 83 percent sugar and 17 percent
molasses. Molasses is sold at 10-35 percent of the price of sugar, either for direct human
consumption or mixed with livestock feed or for making rum. A sugarcane producer can
obtain a near-equivalent price of sugar for a portion of molasses by diluting with water
and adding it back into the sugarcane juice stream to produce more ethanol. Sugar and
ethanol mills operate for 5-6 months during the sugar season in Brazil versus 3—4 months
for corn ethanol plants in the US. The longer duration of unused capacity in the US adds
to capital costs per unit of ethanol produced.

Unlike the US where most arable land is under cultivation, there is plenty of room
to expand agricultural output in Brazil. Brazil’s land mass is about two-thirds of South
America. Pastures and grazing land make up 23 percent of Brazil’s land mass and crop
lands 8 percent, of which sugar growing is 1 percent of the total land mass and, of this,
sugar for making ethanol 0.5 percent. Considering the area of pastures and grazing lands,
enormous tracts are available for expanding agricultural output not just for sugarcane, but
also other food crops like soybeans. Sugarcane production climbed from 300 million tons
in 2000 to 550 million tons in 2012. The question of why ethanol production has lev-
eled out while sugarcane production is growing at slightly over 5 percent per year is that
sugar growers are free to sell sugar and ethanol in the domestic or international markets,
whichever is more profitable. Clearly, with level ethanol production and rising sugar
production, the international sugar market is where the action is. However, if Brazilian
authorities desire to increase the minimum ethanol content in gasohol to dampen oil
imports, then ethanol prices would increase, creating a financial inducement for sugar
growers to produce more ethanol and export less sugar; or alternatively, expand sugar
production by increasing the number of sugar-ethanol plantations. However, with rela-
tively low oil prices in 2014-2015, increased ethanol consumption would require more
government funding of subsidies to make ethanol price-competitive with gasoline on an
energy content basis.

There are 70,000 sugarcane growers utilizing 400 sugar mills, with 85 percent in the
Center-South region and the remainder in the North-Northeast region. In the past,
sugarcane growers employed many day laborers for cutting sugarcane during the harvest
season that extends from November to March. Criticism was directed at plantation towns
having less than desirable living conditions; yet for these workers, working for the sugar
industry, even on a seasonal basis, was an attractive alternative to stark poverty. Cane
workers actually received premium pay compared to other Brazilian workers, but were
expected to harvest 12 tons of sugarcane per ten-hour day. This led to numerous personal
injuries and ailments. Sugarcane was burned prior to harvesting to reduce the weight of
its foliage to ease harvesting by hand, but its smoke became a leading cause of air pol-
lution in Brazil. Moreover ash clinging in the air resulted in lung fibrosis among cane
workers, a leading cause of occupational death.

Environmental and human problems of burning sugarcane fields are rapidly becom-
ing something of the past as mechanization of harvesting sugarcane replaces labor. Not
burning sugarcane, made possible by mechanical harvesting, increases the amount of
biomass waste that can be burned for electricity generation under controlled condi-
tions. While mechanization takes the place of labor in harvesting sugarcane, many of
the displaced day laborers have been rehired on a more permanent basis to man new
sugar plantations and other agricultural enterprises springing up on the vast tract lands of
Brazil. About 1.2 million workers are employed on sugar plantations.
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There is no need to deforest the Amazon jungle to increase sugarcane production as
there is plenty of grazing and pasture and fallow land that can be upgraded to grow agricul-
tural crops. Deforestation of the Amazon is largely cut and burn farming where a swath of
jungle is burned and growing crops for food and grass for grazing cattle are supported by the
residual nutrients found in the ash. But this lasts only a few years before another swath of
forest has to be burned. Cut and burn is the only way for increasing numbers of Brazilians
living in the jungle to sustain their food supply. What Brazil needs is the rediscovery of the
method of making terra preta, which allowed a large population of Indians to live in per-
manent communities without having to slash and burn. To the degree that deforestation is
being caused by lumbering activities, Brazil leads the world in tree farms for making char-
coal and paper pulp. Lumbering in forests, while admittedly difficult to control, should be
suppressed in favor of tree farms suitable for lumber for the Brazilian people and for export.
If lumber from organized tree farms with access to low cost transportation can undercut the
price of haphazard deforestation, or if lumber mills are only allowed to buy trees from certi-
fied sources, then the incentive to slash and burn for lumber would be diminished.

Notwithstanding the above, Brazil has succeeded in reducing deforestation from
30,000 square kilometers per year (the area of Belgium) in the 1990s to 7,500 square
kilometers in 2005 to 5,800 square kilometers in 2013, almost an 80 percent reduction. A
series of bans and restrictions between the 1990s and 2004 were largely unsuccessful both
from compliance and enforcement points of view. In 2005 the Brazilian government
made cessation of deforestation a high priority national objective and beefed up enforce-
ment in terms of police and prosecutors. Agricultural improvements were made such that
cattle could be raised on less land. A public boycott of beef induced farmers to slow down
their destruction of forests. Beginning in 2009, farmers not in compliance with rules
controlling deforestation were denied cheap credit needed for agriculture. Farmers also
had to register their land holdings with the government for monitoring by environmental
regulators. Monitoring and enforcement were placed in the hands of local governments.
No incentives were provided to stop deforestation, only prohibitions and fines, which are
to be kept in place until deforestation has essentially ceased.”

As in the US, thought has been given to improving the transport infrastructure by
building ethanol carrying pipelines from the sugar producing regions to ports with sub-
stantial terminal storage capacity for the use of larger sized tankers to promote ethanol
exports. However, exports would have to exhibit considerable growth from current lev-
els to justify large-scale investments in ethanol pipelines and associated facilities. Brazil’s
dream of becoming the “Saudi Arabia of Ethanol” was based on its low-cost ethanol
being able to compete against high-priced gasoline in the world market in order for
nations to diversify motor vehicle fuels for energy security and to cut carbon emissions.
Though the dream may have lost some of its luster, it has not daunted Brazil’s confidence
in the future of ethanol. Brazilian authorities have expressed their willingness to share
their technological achievements with other sugar producers in the Caribbean and Latin
America. Brazilian confidence is anchored to their being the low-cost producer of etha-
nol. It is felt that oil could drop as low as $50 per barrel and the equivalent ethanol price
would still cover costs. Of course, this excludes the sugar market—a high price for sugar
even if crude oil prices fell would still bring smiles to the faces of plantation owners. Their
nightmare would be a low price for both crude oil and sugar.

The ratios of energy output to fossil fuel input for producing ethanol from different
crops are shown in Figure 3.5.%
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Figure 3.5 Energy Output/Fossil Fuel Input

Output is the energy contained in ethanol, while input is energy contained in fossil
tuels consumed in the production of ethanol. Sugarcane produces eight times the energy
output compared to fossil fuel input. The major reason for this is that biomass (bagasse)
is burned to supply electricity for conversion of sugar to ethanol, not fossil fuels (coal
and natural gas) as in the US. Vinasse greatly reduces the need for fertilizer, which is a
major user of fossil fuel energy in its manufacture and transportation. Whereas pesticides,
some of which are petroleum-based, are widespread in growing corn in the US, Brazil
depends more on biopesticides and choice of sugar variety types to control infestations.
Moreover making ethanol from sugar is far less energy intensive than ethanol from starch.
The energy output/fossil fuel input for Brazil would be even greater if tractors and trucks
employed by the sugar plantations were powered by biodiesel rather than petrodiesel.
Corn ethanol in the US has a ratio of only 1.3, meaning that 1.3 units of energy in the
form of ethanol are obtained from consuming 1 unit of fossil fuel. Some may take the
position that corn ethanol can be looked upon as a conversion of fossil fuels (coal, natural
gas, oil) to a gasoline substitute that reduces reliance on oil imports and environmental
emissions at least on a marginal basis. Others would say that the statistical evidence of a
reduction in US oil imports is scant in that a lot of diesel fuel is consumed growing and
harvesting corn and distributing ethanol. Moreover there are those who remain uncon-
vinced of the environmental benefit of corn ethanol in the form of reduced emissions.
At best, corn ethanol acts as a price support for corn; at worst, ethanol has been a very
expensive political payoff by the Republicans to secure the Midwest vote. Incidentally,
the energy output/input for gasoline is 5, less than 8 for making ethanol from sugar in
Brazil, but far better than making ethanol from corn in the US.

The US—The Great Leap Forward for Corn Growers

One of the chief advantages of ethanol from corn is that the nutritional value, other than
starch, is preserved. Ethanol only consumes the starch content in corn, and its residues
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along with the added nutrition of the waste products of fermentation are highly valued
as a livestock feed.

See the Companion Website for a section on Two Processes for Making Ethanol:
www.routledge.com/cw/nersesian

Biobutanol

Over a dozen companies are pursuing the development of biobutanol as the next
significant change in renewable biofuels. Biobutanol has a molecular structure more simi-
lar to gasoline than ethanol and is compatible with existing vehicle technology. Its energy
content is 110,000 Btu per gallon versus 115,000 for gasoline and 76,000 for ethanol.
Biobutanol can be easily added to conventional gasoline because of its low vapor pres-
sure and similar energy content. It can be blended at much higher concentrations than
bioethanol in standard vehicle engines and is well suited to current vehicle and engine
technologies. It can also be blended up to 40 percent in diesel fuel. Biobutanol is less
susceptible to separation in the presence of water than gasohol and, most importantly, can
be used in the oil industry’s existing distribution infrastructure without modifications in
blending facilities, storage tanks, pipelines, or retail station pumps. Moreover biobutanol
significantly cuts hydrocarbons, carbon monoxide, and nitrous oxide emissions.

Biobutanol is produced from the same agricultural feedstocks as ethanol (i.e., corn, wheat,
sugar beet, sorghum, cassava, and sugarcane), and existing ethanol capacity can be cost-
effectively, or nearly so, retrofitted to biobutanol production with relatively minor changes
in fermentation and distillation. Biobutanol will fit into future developments in cellulosic
ethanol from energy crops such as grasses and fast-growing trees and agricultural waste.
Emission reduction for biobutanol is on a par with ethanol. Biobutanol has the potential to
expand the market for biofuels because of its greater compatibility with gasoline and rela-
tive ease of distribution (there is no blend wall). Several ethanol plants have been purchased
by biobutanol, producers for conversion to biobutanol. DuPont in partnership with British
Petroleum has developed a process (Butamax) that transforms ethanol to biobutanol and a
demonstration plant is being built in the UK. Other technologies are in the latter part of
their development stage and anticipated to be fully developed in less than 2 years. It is felt
that biobutanol can compete with crude oil priced at greater than $80 per barrel.*

The Great Sugar—Corn Debate

Although sugarcane is grown in Florida, Louisiana, Texas, and Hawaii, the climate in
the US is generally too cold for large-scale sugar production, leaving corn as the prin-
cipal source for ethanol. However, there are definite benefits of utilizing sugar over
corn to produce ethanol. Corn is an annual crop requiring plowing, harrowing, and
planting, whereas sugarcane is replanted every 6 years. Corn requires heavy applica-
tions of fertilizers and pesticides, which require fossil fuels to produce and distribute.
Sugarcane takes less in the way of fertilizers, which are recycled via vinasse, and less in
the way of pesticides, which are partly controlled by biological means and by switch-
ing sugarcane varieties. Producing ethanol from corn is four times greater in energy
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consumption to first convert starch to sugar before it can be converted to ethanol.
Although both processes consume electricity, electricity is generated from burning
bagasse in Brazil, whereas electricity generated in the US is largely from fossil fuels.
Brazilian ethanol makes a much greater contribution to reducing oil demand and green-
house gas emissions than US ethanol. Brazil’s sugar crops can expand without affecting
food production, whereas diversion of corn to ethanol in the US may affect food pro-
duction unless there are countervailing influences such as higher yield. All in all, there
is not one advantage of using corn over sugar other than ethanol from corn being an
effective price support mechanism.

Well-to-wheels is a measure of energy that was originally applied to oil where the
energy envelope was expanded to encompass as many factors as possible that influence
producing and consuming energy. Its purpose was to better assess energy output/input
ratios and associated environmental effects. For oil, the energy envelope was extended to
include every step from pumping oil from a well to combusting oil products. But even
here there is disagreement on the reach of the envelope; for instance, should an analy-
sis include energy consumed not only in pumping oil, but also in drilling the well and
perhaps constructing the drilling rig? Should the energy envelope include making steel
that goes into the rig, perhaps reaching back to iron ore and coal mines to include the
manufacture and operation of mining equipment and transport of raw materials to steel
mills? Somewhere a boundary has to be drawn, and this boundary varies with analysts and
affects their findings.

Applying well-to-wheels analysis to biofuels, the system boundary encompasses energy
inputs for agricultural activity for growing biofuel feedstocks, for producing fertilizer, and
for converting feedstock to a biofuel. Energy output would be biofuel combustion in
motor vehicles. Pollution for biofuels is centered on greenhouse gas emissions, primarily
CO, emissions from agricultural activities to fermentation to combustion net of absorp-
tion through photosynthesis. Other factors in well-to-wheels analysis may include change
in soil carbon content and the impact of growing corn or sugar on alternative crops or
land uses and coproducts (distillers’ grains for corn ethanol and electricity generation by
burning bagasse for sugar ethanol). There are considerable variations within studies and
among studies. Variation within studies normally results from assuming a likely range of
values that better reflect growing conditions and agricultural practices over a region rather
than a discrete set of values that would apply to a specific location. Variation among stud-
ies reflects differing assessments on energy consumption for agricultural activities and
the nature, type, and degree of application for fertilizers, including perhaps natural gas
consumption in ammonia-based fertilizers and oil content in pesticides. Some studies
take into account the environmental impact of growing biofuel crops on soil condition
including erosion, plus impact of rainfall and irrigation on crop growing and ground water
resources. For corn ethanol, variation encompasses yield per acre, moisture content, and
type of ethanol plant with regard to energy usage and efficiency, possibly including the
energy/environmental impact of distillers’ grains plus enzymes and yeast. For sugarcane
ethanol, variation encompasses yield per acre, type of sugarcane plant, fertilizer usage net
of recycling vinasse, and energy consumption net of burning bagasse. Variation is also
caused by applying difterent analytical techniques along with the choice of computer soft-
ware model utilized in a study. Computer models have differing inputs and outputs and

algorithms to calculate energy ratios and environmental impacts. A sampling of software
acronyms (CARB, CCLUB, CENTURY, COLE, GREET, GTAP, STELLA) indicates
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not only their availability, but also the potential for diftering results leading to an array of
conclusions and recommended policies.

In an arbitrarily selected study, greenhouse gas (GHG) emission reduction was
34 percent for corn ethanol, 51 percent for sugar ethanol, 96 percent for corn stover
(higher reduction in that stover is waste picked up oft the ground or harvested with
corn—corn is not planted to harvest stover!), 88 percent for switchgrass, and 108 percent
for miscanthus. Corn stover, switchgrass, and miscanthus imply commercialization of
cellulosic ethanol where the whole plant is converted to biofuels. For miscanthus to have
GHG emission reduction of over 100 percent, the implication is that CO, absorbed by
photosynthesis is greater than emissions released with planting, harvesting, converting
miscanthus to biofuels, and combusting biofuels. The ratio of energy output to energy
input in this study is 1.61 for corn ethanol, 4.32 for sugar ethanol, 4.77 for corn stover,
5.44 for switchgrass, and 6.01 for miscanthus.® The calculated energy ratio for corn etha-
nol is higher than the previously mentioned value of 1.3, with an energy ratio of sugar
ethanol lower than the previously mentioned value of 8.

In another study for one hectare (2.47 acres), energy input for corn ethanol was
65.02 gigajoules versus an energy output of 71.44 gigajoules for a ratio of 1.098, less
than 1.3. The corresponding figures for sugar ethanol was energy input of 42.43 giga-
joules versus energy output of 155.27 gigajoules for a much improved ratio of 3.67,
but still less than 8. A ratio of only about 1.1 between energy output and energy input
is a poor use of resources and not a hearty endorsement of corn ethanol as a source of
energy. CO, released in this study was 3,122 kilograms per hectare for sugar ethanol
and 5,030 kilograms per hectare for corn ethanol. The major differences in higher
CO, emissions for corn ethanol were energy required for conversion of starch to sugar
and its associated release of CO,, plus greater energy input for fertilizers and agri-
cultural activities. GHG emission reduction was not explicitly stated as these values
would have to be netted of CO, absorption during photosynthesis, plus differences in
bioethanol output per hectare.?!

The findings of energy ratios of 1.3 for corn ethanol and 8 for sugar ethanol quoted
herein are in relation to fossil fuel input, not total energy input. In order for corn ethanol
to be on a comparable basis, the energy input of electricity would have to be netted of
non-fossil hydro and nuclear power to obtain a fossil fuel input. For sugar ethanol to be
on a comparable basis, energy input would have to be netted of the benefit of burning
bagasse and recycling vinasse. The ratio of 8 for sugar ethanol will improve when the
major fossil fuel input of petrodiesel for agricultural activities and transportation is substi-
tuted by biodiesel in the coming years.

There are other studies concerning corn ethanol that support a marginal greenhouse
gas emission reduction and a relationship of energy output to energy input of close to
one based on energy input, not limited to fossil fuel input. This signifies little advantage
to corn ethanol either in terms of energy ratio or GHG emission reduction. One has to
be careful in dealing with energy ratios because the conversion of one form of energy to
another has an associated loss of energy in the conversion process, which means a gain in
entropy. For instance, biofuel energy ratios do not include sunlight in growing plants as
part of energy input. If it were, the energy ratio would be far less than one. This is true
for other energy sources. Energy release of coal does not include sunlight absorbed by
plants millions of years ago. Sunlight is certainly consumed in plant growing, but is left
out of the calculation of energy ratios for good reason as it is freely available. Energy input
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is restricted to energy consumed in terms of fossil fuels and electricity, which should also
be netted of its renewable energy content.

In dealing with studies on energy ratios and environmental effects, one has to be
cognizant that these are not experiments affirming the ratio of oxygen and hydrogen
in water, which 1s immutable and verifiable. Energy and environmental studies have
a large qualitative component associated with model structure, degree of reach of the
energy envelope, mode of analysis, and value assignments. Thus findings can vary con-
siderably among researchers. If the research is being conducted by an organization that
has a parochial leaning for a predetermined viewpoint, then models/modes/variables
and their assigned values may be preselected to support that viewpoint. This is one of
the major criticisms leveled against climate models—the conclusion has been predeter-
mined. Now it is just a matter of finding the necessary support. This is not to say that
findings are necessarily prejudiced; but if they are, this can have a profound effect on
establishing a public policy on energy and the environment already agreed to by the
powers-that-be.

Corn has one other nonfood use. Polylactide (PLA) is a polymer made from corn
for manufacturing a wide variety of everyday items such as clothing, packaging, car-
peting, recreational equipment, and food utensils. Products made from PLA offer the
environmental benefits of being biodegradable and made from a renewable resource. The
potential market for PLA is enormous considering pollution of the world’s oceans by
non-biodegradable petroleum-based plastics where biodegradation is measured in dec-
ades or centuries depending on the type of plastic. But widespread application of food for
plastics would not fare any better in the public’s mind than food for fuel.

A major argument against corn for ethanol is its impact on the price of food. Corn
is generally thought of as corn on the cob for a summer lobster fest. Sweet corn is
consumed fresh, frozen, or canned and, as the name suggests, has higher sugar content
than commercial or field corn, but its yield in bushels per acre is less. About 260 acres
of field corn are planted for every acre of sweet corn. Only about 10 percent of field
corn is for human consumption in the form of corn oil, high-fructose corn syrup, corn
chips, and flakes. Corn is chiefly a food for livestock first and foremost, with humans a
far distant second.®® In the US, field corn provides 95.3 percent of livestock feed, with
2.7 percent from sorghum, 1.5 percent from barley, and 0.5 percent from oats. Since
the 1980s, about 80—85 million acres of corn have been planted annually, with about
95 million acres in recent years.>® Corn yield has climbed from about 100 to 170 bush-
els per acre during that time period. Corn availability for domestic consumption has
remained about flat and exports have been about 20 percent of rising production. This
means that ethanol production consuming 40 percent of the corn crop in 2012 has not
cut into corn as a source of livestock feed, taking into consideration distillers’ grains,
and has seemingly not affected rising corn exports. The price of corn was roughly sta-
ble averaging a little over $2 per bushel from 2000 to 2006, then escalating to $3.39
in 2007 and $4.78 in 2008, before declining to $3.75 in 2009 and $3.83 in 2010. The
average price then jumped to $6.01 in 2011, $6.67 in 2012, and $6.15 in 2013, and then
declined to $4.11 in 2014. In mid-2015, the price of corn was $3.75.>* The actual rate
of inflation is not the government published rate because fuel and food are conveni-
ently left out of the calculations, and fuel is a major cost component in agriculture. But
if the true or actual rate of inflation were applied to the $2 per bushel that prevailed in
the early 2000s, the 2015 price of $3.75 per bushel barely compensates for inflation.
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Although corn farmers were better oft in 2011 and 2013 than in the early 2000s, they
are essentially back to where they were in the early 2000s. Furthermore, subsidies for
corn growers have fallen from $10 billion in 2000 to $1.8 billion in 2012.

Bearing in mind that only the starch portion of a corn kernel is lost for making etha-
nol, and considering the price of corn, it is hard to argue that food for fuel has caused
food prices to rise. Gains in acreage planted in corn and higher levels of productivity
have made up for corn “lost” in producing ethanol. Nevertheless the price of corn is
an important determinant of food prices. Rising corn prices affect the price of soybeans
through the corn—soybean complex where corn and soybean oil and meal can be, to some
extent, substituted for one another depending on their relative prices and the nature of
consumption. Any rise in corn and soybean oil prices in North America affects the price
of other forms of vegetable oil such as canola, more common in Europe, but would have
little impact on palm oil prices in Asia because of limited substitutability.

Some organizations such as the World Bank have been critical of biofuels being respon-
sible for higher food prices.” But agricultural advocates blame most of the rise in food
prices on inflation. Inflation has been rampant, affecting cost factors of all enterprises,
including every element of the food supply chain. Consumers tell endless tales about
price increases for goods and services, food being but one. As to higher corn prices, one
pundit remarked that a box of corn flakes has about a nickel’s worth of corn with corn
at $4.40 a bushel. Doubling corn prices raises the price of a box of corn flakes to about a
dime for its corn content (one may begin to wonder what is being purchased when one
buys a box of corn flakes!).

Ethanol spokespeople maintain that food prices, including corn, are more affected by
oil and other energy costs than by the diversion of corn to ethanol since agriculture is
a heavy consumer of energy at every stage of production. Moreover the conversion of
agricultural products to food items in a store is also energy-intensive. There is a possibility
of farmers switching from wheat to corn production, but it is marginal as most wheat is
grown in areas of the nation where corn does not grow well such as Kansas and Nebraska.
The center of corn growing is lowa, Illinois, and Indiana. Some 10 million extra acres
now in corn production did not come from farmers switching crops, but by expanding
the corn belt into traditional grasslands in the Dakotas and southern lowa, which are not
particularly well suited for growing corn.

Some new acreage dedicated to corn growing could be from declining acreage enrolled
in the Conservation Reserve Program (CRP).>® CRP provides an annual rental income to
farmers who agree to remove environmentally sensitive land from agricultural production
to reduce erosion, improve water quality, and promote the natural growth of grasslands
and trees. Still another source of land for corn growing is soybean growers switching to
corn. But this has to be balanced against the enormous expansion of soybean production
in Brazil and Argentina that would amply substitute for any diversion of crops for food
to crops for fuel in the US. Anti-biofuel advocates have to take into consideration higher
grain yields, substitution of one crop for another, rise of South American soybean and
other grain exports, and reversion of grasslands to crop lands before a definitive position
can be supported on the impact of biofuel on food—few take the trouble.

US corn exports in 2014 were 45.7 million metric tons, up from 31.8 million tons in
2013, followed by Brazil at 20.5 million tons, Ukraine at 16.5 million, and Argentina at
15 million tons, then a large step down to 3 million tons for the next exporter.”’” In addi-
tion to corn, the US is by far the world’s largest wheat exporter. An agricultural failure in
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North America would have ripple effects throughout the world, as many nations depend
on US agricultural output to feed their people, such as Egypt, Haiti, and a host of others
in Asia and Africa. An agricultural disaster would no doubt divert food away from being
made into fuel. In examining the agricultural situation, one has to conclude that “No
Food for Fuel,” a mantra gaining strength in the public realm, has a bit of a hollow ring
at least in the US. Nevertheless the shibboleth is a tough one to overcome.

Whatever criticism is leveled against ethanol made from corn, most Americans are in
favor of biofuels to reduce the nation’s oil imports, particularly from the Middle East.
America’s pro-biofuels stance was reflected in the Indianapolis 500 declaration that its
official fuel would be 100 percent (E100) ethanol, not mentioning that E100 has sev-
eral distinct advantages over gasoline as a racing fuel.”® President Bush enunciated the
US commitment to biofuels at the Renewable Fuels Association Summit meeting in
‘Washington, DC, in April 2006:

Ethanol is good for the whole country . . . We owe it to the American people to
be promoting alternative ways to drive their cars so as to make us less dependent on
foreign sources of oil. We owe it to the American people to be aggressive in the use
of technology so we can diversify away from the hydrocarbon society. That is exactly
what we are doing.

How close we have come to achieving these goals is not a matter of conjecture; we
have made significant progress in becoming less dependent on foreign sources of oil,
but not through biofuels. Biofuels are a mute witness to reduced oil imports by techno-
logical advances in fracking to tap the nation’s enormous domestic oil resources locked
in hard shale. It is misleading to show a chart originated by ethanol proponents of
rising ethanol production and declining gasoline imports and let the observer conclude
that there is a causative relationship between the two. Gasoline imports have virtually
ceased because oil from shale is light with a high content of gasoline. Since oil cannot
be exported as crude oil, it is refined in the US, creating a glut of gasoline. Thus rising
gasoline exports and falling imports are caused by what is happening in the oil patch,
not the ethanol patch.

The US Is Following Brazil’s Footsteps in a More Complex Way

Biofuel programs require government intervention and support. The US biofuel support
program was more gradual than Brazil’s, starting with the US Energy Tax Act of 1978 that
officially defined gasohol as a blend of gasoline of at least 10 percent nonfossil fuel ethanol
by volume (excluding oil-refinery ethanol). The Act exempted ethanol from the gasoline
excise tax; in effect, providing a direct subsidy for ethanol blended in gasoline. The US
EPA became interested in ethanol as an octane booster and volume extender in the 1980s,
but this role was ultimately filled by methyl tertiary butyl ether (MTBE), a petroleum-
based oxygenate preferred by the oil industry with the banning of tetraethyl lead. Despite
the general disinterest in ethanol other than the E10 gasohol sold in the corn-producing
regions of the nation, Congress approved several tax benefit packages along with loan
and price guarantees to support ethanol producers and blenders. Nothing came of these
incentives when oil prices collapsed in the mid-1980s. The Alternative Motor Fuels Act
of 1988 provided credits to automobile manufacturers for building vehicles capable of
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burning E85, a blend of 85 percent ethanol and 15 percent gasoline. These credits could
be applied to meet the requirements of the Corporate Average Fuel Economy (CAFE)
standards. This Act had little impact as there were very few fuel retailers offering E85.
The Energy Policy Act of 1992 required primarily government-owned automobile fleets
to begin purchasing alternative fuel and flex fuel vehicles capable of burning E85 fuel.

During the 1990s, motorists in the Midwest voluntarily paid a premium for gasohol
(E10) as a means of supporting the local corn growers. Growth in US ethanol production
started after 2002, with increasing restrictions being imposed on the use of the oxygen-
ate MTBE. This movement to ban MTBE as a carcinogen finding its way into drinking
water supplies was led by California. MTBE lost 42 percent of its market when New
York and Connecticut joined California in banning the product. This forced the EPA to
drop the requirement for MTBE (an example where state initiatives forced the Federal
government’s hand). This provided the opportunity for ethanol to be a substitute for
MTBE, but quickly ended with the repeal of the oxygenate requirement for reformulated
gas by the Energy Policy Act of 2005. While seemingly negative for ethanol, the Energy
Policy Act of 2005 also contained the Renewable Fuel Standard (RFS). RFS guaranteed
a market for ethanol by mandating that 4 billion gallons of ethanol be incorporated into
gasoline in 2006, an amount nearly met in 2005, to be expanded to 7.5 billion gallons by
2012. The mandate left it to the oil companies on how to infuse this amount of ethanol
into the gasoline pool, which would result in gasoline containing about 7 percent ethanol
by 2012 depending on future gasoline consumption. This is still a far cry from Brazil’s
success in achieving 20-30 percent ethanol in gasoline, but Brazil consumes a far smaller
volume of motor vehicle fuel.

Though ethanol was to be derived from corn, another feature of the Act was pro-
viding an incentive for the development of cellulosic ethanol. A crediting procedure
was set up whereby cellulosic ethanol has a 2.5 advantage over corn ethanol in terms
of meeting minimum ethanol requirements. That is, 1,000 gallons of cellulosic ethanol
would be treated the same as 2,500 gallons of corn ethanol in fulfilling minimum usage
requirements. There was also a mandate for 250 million gallons of cellulosic ethanol to be
produced and incorporated into gasoline by 2013, but technology for making cellulosic
ethanol was not fully developed despite a guaranteed market.

The Energy Independence and Security Act of 2007 contained provisions bearing on a
number of energy issues. Titles I and II are most pertinent to motor vehicle fuels. Title I—
Energy Security Through Improved Vehicle Fuel Economy—is to reduce energy demand
through greater efficiency. Title II—Energy Security through Increased Production of
Biofuels—defines RFS-2, replacing the aforementioned RFS, renamed RFS-1, and calls
for a massive growth in mandated fuels, as shown in Figure 3.6, such as slightly more of'a
doubling of the 2012 ethanol requirement from 7.5 to 15.2 billion gallons.

Advanced cellulosic and non-cellulosic biofuels include ethanol derived from cellulose,
hemicellulose, or lignin, sugar or starch other than corn starch, waste material and crop
residues, ethanol produced from biogas including landfill and sewage waste treatment gas,
butanol and other alcohols produced from organic matter, and any other fuel derived
from biomass including algae, recycled cooking oil, and grease. In other words, these
two categories cover everything but corn ethanol. By 2022, conventional corn ethanol is
to be stabilized at 15 billion gallons, consuming about half of the corn crop, biodiesel 1
billion gallons, advanced non-cellulosic biofuels 4 billion gallons, and advanced cellulosic
biofuels 16 billion gallons.
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Figure 3.6 The US Renewable Fuels Standard (RFS-2) in Billion Gallons

Conventional gasoline-fueled vehicles can burn E10 with no alterations. The fleet of
E85 flex fuel vehicles is quite small. Automobiles built since 2001 can burn E15 and now
make up a significant part (62 percent) of the total gasoline powered fleet of 230 million
vehicles.” However, vehicles built before 2001, still a large portion of the fleet, are lim-
ited to E10. But a number of studies has shown that automobiles, regardless of their age,
burning E15, have suffered no engine damage.® In 2009, the ethanol industry made a pro-
posal, endorsed by the EPA, to raise the ethanol content in gasoline to a maximum of E15
to meet the volumetric requirements of the Act. The proposal raised concerns from auto-
mobile manufacturers that their engine warranties on vehicles built before 2001 would
not apply for engines burning more than E10. Objections came from gasoline distributors
whose storage and pumping facilities are designed for E10, and to also accommodate E15
would require a large investment in new storage and pumping facilities to serve what was
then perceived as a small fraction of automobiles new enough to be able to burn E15. In
2014, 60 percent of new cars sold are warranted to burn E15, but they can only buy E15
at 60 service stations in 12 states. However, this number will grow. Small engine manu-
facturers of outboard motors and lawnmowers have expressed concerns over poor engine
performance if fueled by E15.°' The ultimate solution is for all new automobiles built in
the US to be flex fuel in order to accommodate higher levels of ethanol. In 2012 Ford
Motor Company switched entirely to flex fuel vehicles, a nice tribute to Henry. In 2014
about one quarter of sales by the US automobile manufacturers are flex fuel.

But accommodating E85 would require a massive investment in gasoline service
stations. Even if most gasoline stations made the investment in E85 facilities and all
new automobiles could burn E85 (flex fuel), there would be a resulting shortage of
E85. Considering that 40 percent of the corn crop is dedicated to meeting E10, then
approximately 60 percent of the corn crop would be required to meet E15, and E25
would require the entire conversion of the corn crop to ethanol, an intolerable situation.
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Even if this were tolerable, it would be necessary that E85 be available at many of the
150,000 service stations counting truck stops, convenience stores, and marinas, down
from 200,000 in 1994 mostly from low profitability. This in itself shows that massive
investments in gasoline service stations are quite unlikely. Most of the 2,638 gas stations
in 2015 that served E85 were located in the Midwest and represented only 1.8 percent
of the total.®?

The Blend Wall

Renewable Identification Numbers (RINs) are serial numbers assigned to batches of
renewable fuel as they leave ethanol plants by EPA as part of the Renewable Fuel Standard
(RES) to track progress in reaching energy independence goals established by Congress.
Under the Energy Policy Act of 2005, EPA was authorized to set annual quotas in terms
of volume even though reality limited the percentage of ethanol in gasoline to 10 per-
cent because higher levels would void engine manufacturers’ warranties. Companies that
refine, import, or blend fossil fuels are obliged to meet individual RES quotas based on
the volume of fuel they provide to the market. This volume is expressed as a range with
a minimum and maximum that seems reasonable given the level of ethanol production.
Compliance is assured by obligated parties having met their RFS quota when they submit
the requisite number of RINs to EPA. This permits EPA to assure the government that
the energy industry collectively satisfied the overall national volume quota.

All motor vehicle fuel produced for US consumption must contain either adequate
renewable fuel in the blend or the equivalent in RIN credits if they do not. RINs are
tracked throughout every link in the supply chain, as title is transferred from one party to
the next, until the point in time where the biofuel is blended with petroleum products.
Once renewable fuel is in the petroleum product, RINs are separated from the renew-
able fuel. With each refiner, blender, and importer having a volume requirement with
a minimum and maximum, it is possible that the volume of renewable fuel exceeds the
minimum. If companies blended more than their required minimums, they are rewarded
with RIN credits that can be sold to those who fail to meet their minimum requirements.
RIN credits are tradable, but have a finite life of about 1 year unless extended another
year for special reasons.® This becomes the supply of RINs for refiners who do not have
enough ethanol available to meet the stipulated minimum. When this occurs, the refiner
is obliged to buy RINs to cover the shortfall. The presence of RIN buyers and sellers
establishes a market and, hence, a price. RIN credits are used by obligated parties to cer-
tify compliance with meeting mandated renewable fuel volumes. RINs had a very low
value before 2012/2013 because refiners, blenders, and importers who exceeded mini-
mum volumes established by EPA sold excess RINs into a market of few buyers because
there was more than sufficient ethanol to meet minimum volumes. All this changed in
2012/2013 when the price for RINs spiked to $1.50 per gallon as refiners ran up against
the blend wall.

The first reason for the existence of a blend wall was that the ethanol requirement
was in terms of volume, not percentage of gasoline consumption. As volume of man-
dated ethanol production grew under RFS-2 on the presumption that volume of gasoline
would also grow consistent with its past trend, the volume of actual oil consumption
declined. US motor gasoline consumption peaked at 142 billion gallons in 2007 and has
declined since then to 137 billion gallons in 2014, off 4.5 percent from the peak, contrary



112 Biomass

to its history of perpetual growth. The principal causes were an overall reduction in driv-
ing linked to a soft US economy (for those without a job, less commuting and fewer
cross-country family vacations) and improved fuel efficiency. A smaller pool of gasoline
reduced demand for ethanol for E10 below that mandated by RFS-2.

To compensate for this, EPA raised the minimum amount of ethanol to E15, which
would have covered the RFS-2 mandate. However, there were virtually no gasoline ser-
vice stations offering E15. EPA then urged the industry to take a more aggressive stand
selling E85, but the buying public did not respond. Thus refiners were caught in a vise of
ethanol being presented to them for blending at minimum volumes above E10, dictated
by EPA regulations, but could not be sold as dictated by commercial reality. Thus blend-
ers and refiners could not meet their EPA imposed minimum requirements, which made
it mandatory for them to buy RINs for ethanol that, if placed in the gasoline stream,
could not be sold. As demand for RINs grew, supply collapsed, because there was little
opportunity left to blend ethanol in excess of a minimum requirement of 10 percent of
gasoline volume. So before 2012 there was a plethora of RINs with no demand because
no one was up against the blend wall, which reduced the commercial value of RINs to
nil. Then in 2012/2013, there was demand for RINs, but no supply, as there was very
limited opportunity to exceed EPA imposed minimums. This had all the earmarks of a
failed market mechanism for clearing RINs between buyers and sellers. The equilibrium
price was either nil or a level so high that it adversely affected the price of gasoline.

See the Companion Website for a section on Proposed Solutions: www.routledge.
com/cw/nersesian

In 2015 the RIN crisis was over. The cure was commercial. It paid to buy ethanol not
for blending 10 percent into gasoline, but to sell as E85 and separate their associated RINs
that could be sold very profitably to those who needed RINs. The sale of RINs covered
the “loss” of selling E85 at $1 per gallon less than gasoline. This incentivized owners of flex
tuel vehicles to switch to E85, gas stations to offer E85, and car buyers to purchase flex fuel
vehicles. Greater consumption of discounted priced E85 saved the day. Meanwhile exports
of ethanol increased from 600 million gallons to 800 million gallons between 2013 and
2014, with 43 percent of exports to Canada, 13 percent to Brazil, 10 percent to the UAE, 8
percent to the Philippines, and 6 percent to the EU. Imports fell from 400 million gallons to
50 million gallons, with the cut in sugar ethanol fulfilling the advanced biofuels require-
ment. But in a market of over 14 billion gallons, this rise in exports and cut in imports
did not play a significant part of the solution. The permanent solution to demolishing the
blend wall was EPA reducing the mandate for renewable fuels to 13.4 billion gallons in
2015 and 14 billion gallons in 2016, much more in line with market realities.

Other Developments in the World of Ethanol

Peru is rapidly developing sugar plantations and ethanol plants for both domestic consump-
tion and export potential. A sugar plantation in the Peruvian desert features drip irrigation
fed by water flowing from the Andes Mountains to the Pacific Ocean. Drip irrigation is
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the most efficient way to irrigate crops. While sugarcane cannot be harvested during the
rainy season, which lasts for seven to eight months in the Caribbean and Central America,
the benefit of an irrigated sugar plantation in a desert is higher yields from year-round
harvesting. Since the US and EU ethanol markets are under pressure not to import and
with exports from this Peruvian project managed by a Japanese trading company, Japan
would probably end up being the ultimate buyer (Peru being closer to Japan than Brazil).*

Another bioethanol crop is sugar beets, which have the highest yield of ethanol per
acre. In France, sugar beets produce 7,000 liters per hectare (750 gallons per acre); in
Brazil, sugarcane 5,500 liters per hectare (590 gallons per acre); and in the US, corn 3,000
liters per hectare (320 gallons per acre). Sugar beets grow in temperate regions of the
Northern Hemisphere and are harvested solely for their sugar content. The root is about
one foot long, weighing 3—5 pounds and containing 15-20 percent sugar. Sugar beets,
while yielding more sugar than sugarcane on a per acre basis, consume more fertilizers
and pesticides and are more difficult to harvest as a root than sugarcane as a stalk. Pest
infestations prevent sugar beets being cultivated more than once every 3 years on the same
ground. Moreover the process of obtaining sugar from sugar beets is more energy inten-
sive and costly than sugarcane. Sugar beet molasses and pulp, byproducts of sugar beet
ethanol plants, are sold as wet or dry livestock feed. Worldwide sugar beet production
peaked at just over 300 million metric tons in 1990 and has been in a slow decline to 250
million tons in 2013.% Sugar beets’ future role as an ethanol producer is not promising.

Some are advocating agave as a bioethanol crop. Agave is a desert plant from which
tequila is made. It has high sugar content and grows quickly in dry and poor quality
soils unfit for food crops and thus does not affect food production. Agave is said to pro-
duce three times more ethanol than sugarcane, six times more ethanol than corn, and
three times more cellulosic ethanol than switchgrass or poplar trees on a per acre basis.
Harvesting is year-round with little or no water and fertilizer requirements to encourage
growth and, consequently, a very low cost of production independent of food prices. If
these contentions on ethanol yield are true, then agave would be an ideal biofuel crop in
Mexico or any dry and infertile locale where the plant can grow.*

Making ethanol from the residue of a plant after the food portion has been removed is
a way to increase its value. Cassava is an edible starchy tuberous root. Tapioca is the starch
removed from the cassava root and is a major source of carbohydrates. Cassava, known
by a variety of names, is the second most popular crop in Africa, fourth in Southeast
Asia, fifth in Latin America and the Caribbean, and seventh in Asia. Its highest yields
are achieved in Thailand because of less exposure to disease and pests and intensive crop
management including irrigation and fertilizers. Cassava has a high tolerance for marginal
soils and drought, which explains its popularity throughout the developing world. A
demonstration plant is being built in Thailand by a Japanese company to produce ethanol
from residue after extracting tapioca.?”’

Germany and France depend mostly on wheat as feedstock for ethanol production.
Rye and barley are two relatives of wheat that grow better in drier and cooler weather
and acidic soils in Sweden and other parts of northern Europe. The problem with bio-
tuels in Europe is a relative scarcity of cropland and lower ethanol yields from wheat,
rye, and barley compared to corn (maize) and sugarcane. Incremental ethanol production
in Europe is under pressure from public opposition to food for fuel. A bill before the
European Parliament will, if passed, cap the volume of first generation biofuels derived
from food crops. The bill proposes that 10 percent of transport fuel be from renewable
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sources by 2020, but no more than 6 percent from first generation biofuels. The dif-
tference will be from second generation biofuel technologies such as cellulosic or other
non-food ethanol.®® This bill reflects growing opposition of food for fuel in Europe, but
its impact will be nil. Europe produces 235,000 Bpd of biofuels (ethanol and biodiesel)
and consumes 10.2 million Bpd of light and middle distillates, which is largely, but not
entirely, gasoline and diesel fuel. Six percent of 10 million Bpd is 600,000 Bpd, about
250 percent over current consumption. If it becomes law, it may dampen interest for EU
imports of ethanol. Looking forward, major importers will most likely be China, Japan,
Korea, and Singapore and major exporters will be Brazil and Thailand, with smaller
contributions from the Philippines, southern Africa, and Peru.

Cellulosic Ethanol

First generation biofuels are bioethanol and biodiesel, both of which impinge on food
production. It is felt that successful development of second generation biofuels such as
cellulosic ethanol will consign the first generation biofuel producers to the dustbin of his-
tory; hopefully after their investments have been recouped with a positive return. This
statement 1s more applicable to the US than to Brazil since an argument can be made that
Brazil’s sugarcane production does not impinge on food crops because of the extent of
fallow land available for conversion to sugar and other food crops.

Nevertheless, in the first generation, only the kernels of the corn are transformed to
bioethanol. In the second generation, the whole plant, kernels, cob, stalk, leaves, tassels,
and silk, will be turned into cellulosic ethanol; same with the stalk and leaves of sugarcane.
Ethanol production is significantly increased when using the whole plant rather than just
its sugar or starch content. The cellulosic content of agricultural crops can be increased
without affecting crop yield. The best example is short and tall varieties of soybeans. If a
tall variety of soybean is substituted for a short variety, the soybean crop remains the same,
but the amount of cellulosic biomass doubles. With the technological development of
cellulosic ethanol, the first feedstocks are most apt to be agricultural wastes such as corn
stover, bagasse, and wheat straw followed by municipal sewage waste (MSW) and waste
wood. Conversion of corn stover and bagasse to cellulosic ethanol will have a significant
impact on the total ethanol yield from corn and sugarcane.

The US has an estimated capacity to produce one billion dry tons of biomass feedstock
per year. Sources of cellulosic feedstocks are forest-derived biomass (dead trees removed
to reduce fire hazards and residue from logging), thinning trees as part of a robust for-
est management program, wastes from urban construction and furniture manufacturing
and other wood processing activities, agricultural waste (crop residues, particularly corn
stover and wheat straw and food processing residues), and special fuel crops grown for
their cellulosic content.

Cultivating perennial biomass crops on marginal and idle land has its detractors, who
maintain that biomass crops will place constraints on equipment, labor, and transport
availability for food crops. Removal of large quantities of plant residues such as corn
stover and straw from cropland could reduce soil quality, promote erosion, and lead to
a loss of soil nutrition that might lower crop productivity. Biomass crops may consume
some pesticides and fertilizers, although the degree of application is much less than food
crops, which may, nevertheless, affect the cost of pesticides and fertilizers for producing
food crops. In addition there is also the question of water availability for perennial biomass
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croplands that may need irrigation. On the plus side, perennial plants grown for biomass
tuel would provide a habitat for birds and animals and increase availability for animal feed
if protein can be separated from cellulosic biomass in the ethanol-production process.
Wildfires would be less menacing if removal of excess plant growth and dead trees were
permitted in public forests along with removal of logging wastes in forests where lumber-
ing is permitted. Cellulosic crops can be grown on land that does not require irrigation
or fertilizers. The advantage of the extensive use of MSW for biofuels would be reduced
pollution of surface and ground water and cost of disposing of municipal waste.

Farmers in Nebraska and the Dakotas participated in the 5-year study sponsored by
the US Department of Agriculture and the University of Nebraska of planting switch-
grass, carefully recording all costs for fuel, fertilizer, and other energy-related costs. The
study concluded that cellulosic ethanol production would be 300 gallons per acre, almost
the yield of ethanol from corn starch, and have a 5.4 energy output/fossil fuel input.
This compares favorably with the 1.3 energy output/input for corn ethanol and 5 for
gasoline from crude oil, and is beaten only by the energy output/input of 8 for sugar
ethanol in Brazil.®

The estimated one billion tons of cellulosic biomass and forest residues that can be
harvested each year in the US can produce 340 billion liters of ethanol. With gasoline
demand at 760 billion ethanol-equivalent liters, cellulosic biomass has the possibility of
supplying 45 percent of gasoline demand in terms of ethanol-equivalents. Given the
upper limit of ethanol concentration in gasoline, the potentially vast quantities of cel-
lulosic ethanol would have to be converted to biobutanol in order to be fed directly into
the gasoline stream as a biofuel substitute or flex fuel automobiles would have to become
the norm. This would make North American oil independent; that is, oil imports from
Mexico and Canada to the US would be sufficient to eliminate imports from elsewhere.

Cellulosic ethanol technology based on acids converting (hydrolyzing) cellulose
and hemicellulose into simple sugars has a 100-year history. Germans and Russians
employed this technology during wartime to produce alcohol fuels and chemicals from
wood. During peacetime, interest in this process waned when poor yields, high wast-
age, and unmarketable byproducts made the process noncompetitive with low-cost
petroleum products. Interest was rekindled by the oil crisis in the mid-1970s and also
by a DuPont article published in Science magazine at that time citing 250 chemical
products made from petroleum that had previously been made from sugar or sugar
ethanol. This spurred government and university laboratories, led by the Tennessee
Valley Authority and Mississippi State University, to study the hydrolysis of cellulose
using acids or enzymes.

Three primary components in cellulosic biomass are cellulose, hemicellulose, and
lignin. As an approximation, the biomass composition of plants is about 45 percent cel-
lulose, 25 percent hemicellulose, 25 percent lignin, and 5 percent others, such as sulfur,
potassium, and calcium carbonate or oxide, a major constituent of ash. Cellulose is made
up of long chains of glucose molecules with six atoms of carbon per molecule (six-carbon
sugar). Hemicellulose consists of a mixture of six- and five-carbon sugars and is easier to
break down to sugar than cellulose. Lignin is the “glue” in cell walls that provides the
overall rigidity and strength to plant structure. Trees have more lignin in their cell struc-
ture to grow taller than other plants. The challenge of cellulosic ethanol is penetrating the
lignin surrounding the cellulose and hemicellulose within a cell without adversely aftecting
their integrity. Lignin is very difficult to break down into simpler forms of glucose. Some
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approaches to cellulosic ethanol call for burning the separated lignin to fuel the process
with the potential of selling excess electricity capacity to the grid.

See the Companion Website for a section on Traditional Means of Making
Cellulosic Ethanol: www.routledge.com/cw/nersesian

Biodiesel

The first diesel engines invented by Rudolf Diesel ran on a heavy grade of kerosene,
but at the Paris Exposition in 1900, the demonstration diesel engine ran on peanut oil.
The smell of peanut scented engine exhaust drew visitors to the demonstration, much to
Diesel’s delight. A number of explanations have been put forth for why Diesel chose to
burn peanut oil, including no other available fuel, Diesel wanting to demonstrate that the
diesel engine could run on a wide variety of fuels, or the French government wanting
to promote a potential market for peanuts grown in its African colonies. Regardless of
the reason why Diesel used peanut oil at the Paris Exposition, as the years passed, Diesel
became a strong advocate for the use of vegetable oils as a fuel, as in this 1912 quote:

The use of vegetable oils for engine fuels may seem insignificant today, but such oil
may become, in the course of time, as important as petroleum and coal-tar products

of the present time. . . . Motive power can still be produced from the heat of the sun,
always available, even when the natural stores of solid and liquid fuels are completely
exhausted.”

Like 200 proof White Lightning, biodiesel can also be home brewed. “Anyone can make
biodiesel in a blender. The recipe calls for some dangerous ingredients such as methanol
and lye.” After duly providing safety precautions, “put 200 milliliters of methanol in the
blender. Dump in 3.5 grams of lye. Blend.” Again some precautionary words over not
ingesting methanol and the resultant methoxide. “Once you have a successtul methoxide
reaction, add a liter of vegetable oil and blend for about fifteen minutes. This is the bio-
diesel reaction, and if the mixing is done correctly you get two nicely defined layers. One
is glycerin, the byproduct of the reaction, and the other biodiesel. Glycerin is nontoxic
and composted for disposal and the biodiesel can go right into the fuel tank.””*
Vegetable oil does not have to be “virgin oil,” but can be anything such as sausage fat
from a pizza restaurant or waste vegetable oil from fast food restaurants—the difference
is the amount of lye that has to be added and the smell of the exhaust (some devotees
of home brew avoid waste cooking oil from fast food fish restaurants). Methanol and
potassium in the lye are entrapped in the glycerin. Heating the glycerin vaporizes the
methanol, which can be recovered for recycling by condensing the vapors. Reclaiming
potassium is too complicated for the blender operation. The glycerin is not commercial
grade, and purifying blender glycerin is much more difficult than making biodiesel.
Even if purified, glycerin cannot be considered commercial grade for making soaps,
pharmaceuticals, cosmetics, toothpaste, and other consumer products because glycerin
used in these products, since they could be ingested, must be certified as kosher. It
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would be difficult to guarantee no pork fat ending up in the blender. Moreover, certi-
fication for being kosher prohibits the mixing of feedstocks such as different seed oils.
With no commercial value, home brewed glycerin can be disposed by mixing it with
hay, wood chips, horse manure, and other ingredients for compost or mixed with alfalfa
and fed to goats.

Biodiesel fuels are oxygenated organic compounds—methyl or ethyl esters—derived
from vegetable oil, animal fat, and cooking oil. Oxygen in biodiesel requires stabilization
to avoid storage problems. Methyl ester diesel made from vegetable oil and fats mixed
with methanol is by far the most common form of biodiesel. In Europe, rapeseed (canola)
oil is the most common form of vegetable oil in biodiesel, in the US and Brazil soybean
oil, and in Asia palm oil. Brazil is providing incentives for family farms to grow castor
seeds as biodiesel feedstock. Collectively these fuels are referred to as fatty acid methyl
esters (FAME).

Commercial biodiesel is produced by first crushing seeds to extract oils followed by
a catalytic process called transesterification in which oils (triglycerides) are reacted with
an alcohol such as methanol or ethanol into alkyl esters. Fossil fuel-derived methanol is
normally used, but Brazil is experimenting with sugarcane-derived ethanol. If successtul,
this would make biodiesel entirely renewable. Because biodiesel marketed today is made
with methanol, emissions and health standards as well as fuel specifications are based on
methyl, not ethyl, esters. Glycerin (also called glycerol and sometimes spelled glycerine)
and water are byproducts of the reaction and have to be removed along with traces of
alcohol, unreacted triglycerides, and catalyst before biodiesel can be sold to the public.
Non-kosher glycerin can be used in paints and other commercial products. But some
biodiesel producers are finding glycerin an unwanted byproduct and are quietly disposing
of it in the nearest stream. Glycerin is gelatinous flotsam that absorbs oxygen, killing fish
and marine life. Like an oil spill, it can be traced to its source by downstream residents.

There is a significant purity problem associated with the glycerin byproduct of bio-
diesel production for kosher products. Glycerin produced by transesterification is only
about 50 percent pure, containing a significant amount of contaminants such as methanol,
soap, and catalyst. The first step of purification is relatively easy by adding hydrochloric
acid to acidify glycerin to split soap into fatty acids and salt. Fatty acids are separated
as they rise to the top of the glycerin and methanol is removed by evaporation. These
relatively simple steps can make the glycerin 80-90 percent pure, but it needs to be 99.7
percent pure to be commercially acceptable as kosher. This takes a much more sophis-
ticated process of vacuum distillation or ion exchange refining. Vacuum distillation is
capital intensive, and ion exchange columns, while less capital intensive, generate large
volumes of waste water during regeneration that has to be treated. Even if commer-
cially pure glycerin were produced, there is the matter of supply and demand. The total
demand for glycerin is about one million tons per year. Large-scale incremental supplies
of commercial grade glycerin from biodiesel processing plants would flood the market
and depress prices, making investments in glycerin purification equipment unprofitable.
Research is underway to transform glycerin byproduct into something of greater value
such as isoprene, the main ingredient in synthetic rubber.

The majority of alkyl esters produced today rely on the catalyst-reaction process because
its operating temperature (150°F) and pressure (20 psi) are relatively low, has a high con-
version rate (98 percent) with no intermediate steps, minimal side reactions, and short
reaction time. No exotic materials are needed for plant construction. It is a cost-effective
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way to produce biodiesel with inputs of 87 percent vegetable oil, 12 percent methanol,
and 1 percent catalyst, generating outputs of 86 percent methyl ethyl (biodiesel), 9 percent
glycerin, 4 percent methanol recapture, and 1 percent fertilizer, with no waste!”

Cetane number is an empirical measure of a diesel fuel’s ignition delay measured by
time required for ignition after injection into a compression chamber. Biodiesel has a
favorably high cetane number and contains essentially no sulfur and aromatics (benzene,
toluene, and xylene), and burns with less particulate (soot), unburned hydrocarbons, and
carbon monoxide emissions. Soot may become a major environmental issue. There is sci-
entific speculation that the increased concentration of soot in glacial ice in the Northern
Hemisphere leads to more rapid melting. Soot decreases reflection of sunlight, increasing
albedo or energy absorption that accelerates glacial meltdown. The primary contribu-
tors of soot in the atmosphere are smokestack emissions from burning coal for electricity
generation and as an industrial fuel and exhaust of diesel-fueled motor vehicles and
machinery. In other words, it may not be just global warming that is melting glaciers, but
also soot accumulation. Average tailpipe emissions from burning 100 percent biodiesel
(B100) is a reduction of 43 percent in carbon monoxide emissions, 56 percent in hydro-
carbon emissions, 55 percent in particulates (soot), and 100 percent in sulfur emissions,
but a 6 percent increase in nitrous oxide emissions.

Care must be exercised in mixing biodiesel with petrodiesel since its specific gravity of
0.88 is higher than the 0.85 for petroleum diesel. Thus biodiesel should be splashed on
top of petrodiesel to assure proper mixing. B20 is considered a “safe” blend that would
not have any meaningful impact over the use of petrodiesel similar to E10 gasohol in
automobiles. B20 minimizes the impact of higher cost biodiesel and keeps nitrous oxide
increases within 1—4 percent that satisty legal emission standards for diesel engines. B20
also reduces the engine emissions of soot, particulates, hydrocarbons, carbon monoxide,
and carbon dioxide by more than 10 percent. B20 keeps the increase in cloud and pour
points to manageable levels, which can be controlled through normal cold flow addi-
tives. There are also few material compatibility problems with B20, whereas higher-level
blends can create problems with rubber seals, gaskets, and hoses unless replaced with bio-
diesel resistant materials. In short, B20 is a good starting point for new users of biodiesel.

B100 is biodegradable if spilled, making it especially suitable for marine or farm
applications. Tourist boats and yachts on Lake Constance, Europe’s second largest
drinking water source, are required to use B100 to keep the lake free of toxic fuel
spills. Biodiesel is safer to transport and store because of its higher flashpoint (over
260°F compared to 125°F for petrodiesel). Biodiesel lubricity is better than petrodiesel
and is particularly desirable for blending with low and ultralow sulfur petrodiesels to
improve their lubricity. The higher viscosity range of biodiesel helps to reduce barrel-
plunger leakage and increases injector efficiency in engines. Its exhaust smell is slightly
reminiscent of French fries even without recycled cooking oil. Biodiesel has a heat
content of about 121,000 Btu per gallon compared to 135,000 Btu for diesel fuel. Its
oxygen content of around 10 percent is higher than petrodiesel, which lowers emis-
sions and enhances combustion efficiency by about 7 percent. Taking the lower energy
and higher oxygen content into consideration, B100 has a net 5 percent loss in torque,
power, and fuel efficiency compared to petrodiesel—a much better relative performance
than E100 is to gasoline.

Biodiesel has less oxidative stability, a tendency of fuels to react with oxygen at
ambient temperatures, than petrodiesel. This adversely affects combustion, resulting in
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varnish deposits, and sediments, and becomes a serious problem if storage of biodiesel
exceeds six months. Another problem associated with long term storage is microbial
growth, but this can be treated with antioxidants and biocides. Petrodiesel can form
sediments, sludge, and slime on the bottom and sides of storage tanks that have not been
adequately maintained. Biodiesel, a mild solvent, will dissolve these sediments and carry
dissolved solids to the fuel filters. Fuel filters will catch much of the sediments, but can
become plugged, stopping the flow of fuel and possibly leading to fuel injector failure
unless frequently changed. Thus it is best to start out with B20 until sediments and
sludge are removed before using higher grades of biodiesel.

Petrodiesel begins to “cloud” at 20°F with the formation of paraffin crystals, which can
clog fuel filters, preventing the engine from starting or causing it to stall. At lower tem-
peratures, diesel fuel reaches its pour point, a temperature where it will not pour or flow
through fuel lines, causing the engine to stop running. Normally, cloud and pour points
are about 15-20°F apart. At even lower temperatures, diesel fuel gels with a consistency of
petroleum jelly. Biodiesel sufters from all these problems, but at higher temperatures. The
rule of thumb is that B100 should be stored at temperatures at least 15°F higher than pet-
rodiesel. Biodiesel made from palm oil has worse cold-weather performance than biodiesel
made from other vegetable oils. The same winterizing and antigel agents used in petro-
diesel can be applied to biodiesel. Shipping biodiesel in winter requires tank cars equipped
with heaters such as steam coils. Adding kerosene in winter decreases the cloud and pour
point temperatures of petro and biodiesel. It might be advisable to burn B20 during the
winter and a higher concentration of up to B100 in summer. Having said this, B100 has
been successfully employed in extremely cold climates such as Yellowstone National Park
as long as the vehicles are equipped with suitable diesel fuel winterizing packages.”

Both petro and biodiesel fuels oxidize and create sediments in the presence of brass,
bronze, copper, lead, tin, and zinc. Suitable metals for both are stainless steel and alu-
minum. Acceptable storage tank materials include aluminum and steel coated with
fluorinated polyethylene or polypropylene or Teflon. Certain types of seals, gaskets, and
adhesives including natural and nitrile rubber should be avoided. Most engines built after
1994 have been constructed with gaskets and seals that are biodiesel resistant. Diesel
engine warranties are affected by using biodiesel; the impact of biodiesel usage on engine
warranties varies among engine manufacturers.

Biodiesel can substitute for home heating oil with no special precautions. However,
for older systems where there may be sludge in the tank, biodiesel should initially be B20
until biodiesel has removed sediments to avoid clogging filters. It is best for heating oil
tanks to be inside a house as outdoor temperatures may fall below the pour point. With
these precautions, B100 has been successfully substituted for home heating oil. Biodiesel
as a fuel or for heating oil is susceptible to microbial growth, which is accelerated by the
presence of water. Hence care has to be taken to remove water from fuel tanks, and bio-
cides may be necessary for biodiesel stored for extended periods of time.

Palm Oil as a Biodiesel Feedstock

There are hundreds of oil-producing plants such as the avocado, almond, sesame, and
tobacco seed and a host of nonplant sources including fish oil and animal fats that can be
made into biodiesel. Figure 3.7 shows crops with the highest yield of oil, including tallow
(animal fat) for a comparative measure.
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Figure 3.7 Biodiesel Output by Plant Type in Gallons per Acre

Two other sources of biodiesel that are even more highly productive than those listed
in Figure 3.7 are the tropical rainforest tree Copaifera langsdorffii and algae. Copaifera, also
known as the diesel or kerosene tree, produces large quantities of terpene hydrocarbons
in capillaries honeycombed in its porous structure, which can be collected by tapping. A
plantation of copaifera trees can yield 1,280 gallons per acre of biodiesel, double that of
palm oil. Even more productive are algae, with the potential of up to 10,000 gallons of
biofuels (biodiesel and ethanol) per acre.”

African oil palm is the highest yielding commercial oil-yielding plant producing bio-
diesel comparable to Brazilian ethanol from sugar. It grows in Africa and Southeast Asia
with a stout tree trunk topped with a spray of fronds. Palm tree plantations have increased
from 1 million hectares in 1994 to 10.8 million hectares (2.47 acres in a hectare) in 2013,
or 41,700 square miles, close to the size of Ohio. Uncontrolled burning is the primary
means to convert tropical forests to palm tree plantations. Smoke from burning tropical
forests in Indonesia can be seen from space and aftects air quality as far away as Singapore.
Environmental opposition to the destruction of tropical forests and pollution of air has
resulted in a 2 year moratorium on new plantation development, but the moratorium is
seen as having limited effect.”

The palm is a highly efficient producer of vegetable oil, which is squeezed from the
thick bunches of plum-size bright red fruit. An acre of oil palms yields as much oil as 13
acres of soybeans or five acres of rapeseed/canola. Palm oil is a major source of cooking
oil and an important source of calories for Asians, rivaled only by sugarcane in terms of
calories per acre. Two types of oil are extracted from this plant. The fleshy part of the
fruit contains 4555 percent oil used mainly in cooking oil, soaps, candles, and marga-
rine. The kernel is about 50 percent oil and used mainly in ice cream, mayonnaise, baked
goods, soaps, and detergents. The pressed pulp after extraction of the oil is an animal
feed. Biodiesel from palm oil has a high cloud point, the temperature when wax crys-
tals begin to form, making biodiesel from palm oil less desirable in colder temperatures
unless treated.
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Palm oil is intended to be the principal biodiesel feedstock in Asia. In 2014, total palm
oil production was 61.6 million metric tons, of which Indonesia produced 33 million
tons and Malaysia 19.8 million tons, or 86 percent of world production. Third and fourth
leading nations are truly significant step-downs, with Thailand at 2 million tons and
Colombia at 1 million tons.”® Large palm tree plantations have been organized in Papua
New Guinea and Borneo where environmentalists have expressed concern over their
threatening the habitat for orangutans. Vast expansion of oil palm plantations for bio-
diesel production will dramatically increase palm oil production, as palms reach maturity
8 years after planting. Their output can be sold for human or motor vehicle consumption
as circumstances dictate.

Environmentalists are becoming increasingly concerned over growing evidence that
the act of clearing (burning) tropical forests not only adds to carbon dioxide emissions,
but also the replacement biofuel crop is less effective in removing carbon dioxide than the
original habitat. This is clearly evident when viewing a photograph showing both a palm
tree plantation and surrounding tropical forest; the decrease in carbon-absorbing foliage
is self~evident. The concept of sustainable biofuels is rooted in looking at the whole pic-
ture of what was replaced before biofuel crops are cultivated in addition to the capacity
of biofuel to reduce carbon emissions. Palm oil from plantations replacing tropical rain-
forests is not considered effective in reducing carbon emissions when carbon absorption
of palm plantations is compared to that of tropical forests in addition to carbon dioxide
released when the tropical forest was razed. For these reasons, carbon emission reduction
of biodiesel from palm oil is considered negligible, if not negative. This is a parallel argu-
ment against corn ethanol in not being effective in reducing greenhouse gases when the
total picture of fossil fuel consumed for growing and harvesting and processing is taken
into account.

The United Nations Food and Agricultural Organization estimates that 104,000 square
kilometers, the area of Iceland, is deforested each year globally. Deforestation is caused
by lumbering, conversion to agricultural croplands, and forest fires, natural or otherwise.
Deforestation does not include conversion of tropical forests to fruit tree or oil palm
plantations or agroforestry operations where trees are replanted after harvesting such as
for lumber or wood pulp for making paper. Thus the conversion of tropical forests to
oil palm plantations is not considered deforestation regardless of their impact on carbon
dioxide absorption. Reforestation counters deforestation. Reforestation can be organ-
ized such as in India to restore previously forested lands or grow biomass crops (trees) on
marginal land in North America, Europe, and China. Reforestation can also be natural,
such as the reversion of crop lands to forests.”” Despite reforestation, the world is suffering
from net deforestation, where nearly half of the world’s loss of forest cover is in Brazil
(27 percent) and Indonesia (17 percent) for either animal grazing, crop cultivation, or
lumbering. Slash and burn is the primary means of deforestation preceded by logging of
valuable native trees. However, Brazil has been active in recent years in sharply reducing
its rate of deforestation.

Biorefinery Spread

Cooking oil is a critical foodstuff among the poor in Asia. Even those who raise or grow
much of their food must purchase cooking oil. The price of palm oil is particularly critical
to those who live on the edge of economic survival barely sustaining themselves for food,
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shelter, and clothing. Palm oil prices over the years have fluctuated widely from small
changes, mere nuances in the relationship between supply and demand. The creation of
vast palm plantations will sharply increase the supply of palm oil, conceivably reducing
its cost as a food. However, these plantations were organized with the idea of selling
biodiesel, not palm oil. From the point of view of a biorefinery dedicated to producing
biodiesel, it is not high petroleum oil prices that economically support a biorefinery,
but the spread or difference in price of a biofuel less the cost of feedstock. The price of
biofuels is determined by petrofuels, and the cost of palm oil is determined by a host of
factors affecting the supply and demand of a food commodity. Biorefinery spreads shown
in Figure 3.8 are snapshots for August of the indicated year, calculated as the difference
between the price of diesel oil and palm oil in dollars per metric ton.”

Diesel prices exceeded palm oil prices in 2008, resulting in a positive spread that ben-
efited Malaysian and Indonesian biodiesel processing plants built to consume palm oil.
But biorefineries stood idle in 2009—2011 when a negative spread made palm oil more
valuable as food than as biodiesel feedstock. Idle biodiesel production plants do not earn
revenue to support debt servicing charges, which for some meant bankruptcy. The spread
in 2012 turned positive, but not necessarily enough to generate profits after the conver-
sion cost of palm oil to biodiesel is taken into account. However, the spread in 2013 and
2014 of high diesel prices in relation to low palm oil prices provided the necessary incen-
tive to start existing plants, if possible.

The positive spread did, however, support the operations of two of the world’s larg-
est biodiesel refineries, both owned by Neste Oil. The Singapore plant has an annual
capacity of 800,000 tons of diesel fuel, similar to the company’s plant in Rotterdam.
Neste Oil also operates two smaller plants in Finland. The Singapore plant was intended
to run exclusively on palm oil, but with strong criticism from those opposed to food
for fuel, the Singapore plant ran mostly on tallow and other animal and fish wastes, the
principal feedstocks for the company’s European plants. Opposition to biodiesel from
palm oil detractors against Neste Oil will be faced by other biodiesel producing plants in
Southeast Asia.
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Figure 3.8 Biorefinery Spread of Diesel Oil Less Palm Oil (dollars per metric ton)
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Managing Biodiesel Waste

In addition to “no food for fuel,” environmentalists object to discarded husks, shell ker-
nels, and fibers from the clusters holding the palm fruit rotting on the sides of roads and
fields and discarded liquid wastes from extracting the oil palm seeds being dumped into
open air lagoons to bio-degenerate. Discarded plant and liquid wastes make up 90 percent
of the weight of the harvested cluster. Yet it is possible to utilize every part of the palm
cluster. A plant in Honduras sells crushed meal after the oil is removed as chicken and
livestock feed. All remaining plant waste is burned to produce hot water, steam, and
electricity consumed by the plant, with excess electricity sold into the local power grid.
Liquid waste is mixed with char from the furnace burning waste for generating electricity,
some of which can be sold as a means to remove unwanted chemicals such as hydrogen
sulfide. The remainder is placed in four cement biogas converters to produce carbon
dioxide and methane. Carbon dioxide is separated and methane is burned to generate
electricity. Perhaps someday carbon dioxide in concert with liquid waste may be a source
of nutrients for an algal pond to produce biofuels and livestock feed. Recycling of waste
contributes to the profitability of the plant by being self-sufficient in energy, with sales of
excess electricity augmenting revenue.”

Another potential means of cleaning waste waters from biodiesel and other bioenergy
plants is duckweed, one of the smallest (just a few millimeters in width) and simplest
of freshwater plants. Duckweed floats on the surface and is more easily removed from
water than algae and more easily dried and stored. Duckweed thrives on pollution-laden
water and can be utilized for cleaning municipal waste and sewage water and waste from
animal and poultry farms. Under proper circumstances, harvesting can occur every three
days with the removal of half, leaving the other half to double in volume in the interim.
Duckweed may prove to be a much cheaper form of tertiary wastewater treatment than
conventional chemical plants. It is felt that duckweed may lend itself to bio-engineering
to improve its content of either sugar, starch, or protein to produce difterent portions of
bioethanol, biodiesel, or livestock feed. One researcher concluded that duckweed can
produce four times the amount of starch as the same area of corn.*” Another proposal
is to feed duckweed into a process that employs a heated coil to produce hydrogen and
methane, raw materials for motor vehicle hydrocarbons. Carbon residue can be burned to
heat the coils for the next batch of feedstock. Carbon dioxide released during the process
can be channeled back into greenhouses to further encourage growth of duckweed.®!

Existing biodiesel refineries in Asia, fed mainly by fats and used cooking oil collected
from restaurants, institutions, street vendors, and private citizens, will continue to expand
their output. Excluding virgin palm oil will have a definite impact on the future growth of
biodiesel in Asia, but a potential problem looms as recently planted palm plantations reach
maturity and flood the market with new supplies. If palm oil prices plunge, pressure to divert
excess supplies to biorefineries may be overwhelming to save the palm growers. As with corn
in the US and sugar in Brazil, biodiesel may become a price support mechanism for palm oil.
However, taking the growing opposition of food for fuel into consideration, it is problematic
whether the future supply of biodiesel will be able to sustain its historical growth rate.

Other Biodiesel Feedstocks

Coconut is the world’s third most-produced vegetable oil after peanuts and soybeans. Its
output of biodiesel is comparable to the ethanol output of corn. Oil is pressed from the
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meat of the coconut after it has been husked and dried and the residue is fed to domesti-
cated animals. Coconut oil is found in soaps, lubricants, hydraulic fluids, paints, synthetic
rubber, margarine, and ice cream. The coconut tree is also a raw material for making
twine or rope, mattress padding, matting, mats, rugs, and other products. Coconut trees
grow along coastlines of tropical regions. Plans to build biodiesel processing plants using
coconut oil as a feedstock in the Philippines and Papua New Guinea have been stymied by
the same factors that have adversely affected biodiesel plants elsewhere in Southeast Asia.

Rapeseed in Europe (canola in the US) is cultivated half in Germany and most of
the rest in France, the Czech Republic, and Poland, and also in Canada and Russia.
Rapeseed 1s the principal feedstock for biodiesel in Europe, and the seed cake after
the oil is removed is a high-protein animal feed. Rapeseed is the largest source for
making biodiesel since global biodiesel production is currently centered in Europe.
Rapeseed needs to be crop-rotated to avoid the spread of plant disease. This, along
with soil quality considerations and growing European opposition of food for fuel,
dampens expansion opportunities for rapeseed as a biofuel. While China and Japan are
looking into rapeseed and used cooking oils and Australia and New Zealand are eying
their plentiful supplies of animal fats as biodiesel feedstock, progress in these nations to
develop biodiesel as a fuel has been slow.

Soybean is a major supplier of protein and is the largest source of vegetable oil by far,
dwarfing the production of all other oilseed plants. Soybean oil is found in salad oil, mar-
garine, and shortening and is used industrially in paints, printing inks, soap, insecticides,
disinfectants, and other products. Though most biodiesel made in the US and Brazil is
based on soybean oil, its consumption for making biodiesel is much less than Europe’s
consumption of rapeseed oil. On the surface, soybeans should not be considered for
biodiesel production as its output of oil only exceeds corn, yet soy-diesel is heavily
promoted in the US. Its support stems from the enormous acreage of land in the US
dedicated to soybean production and the political clout of various soybean associations.
While the relatively low vegetable oil yield of soybeans may be a problem, this is not the
determining factor. The determining factor is the cost of soybean oil versus canola and
castor oil and other vegetable oils. If soybeans can make a lower cost soy-diesel than bio-
diesel made from any other biofuel crop then this, in the last analysis, will make soybeans
the desired feedstock.

Other potential vegetable oils for biodiesel are derived from peanuts, sunflowers, saf-
flowers, and mustard. Peanut oil is used for cooking and in margarine, salad dressing,
and shortenings, as well as in pharmaceuticals, soaps, and lubricants. Peanuts, native to
South America, are now widely cultivated in warm climates and sandy soils particularly in
West Africa. Sunflower, native to the western US, is cultivated primarily in Europe and
Russia for biodiesel feedstock. It grows in both temperate and tropical regions and its oil
is for basically the same purposes as peanut oil, with its seed cake, after the seed hulls are
removed, also being a high-protein animal feed. Safflower is a thistle type of herb and is
grown mainly for edible oil from its seeds. Saftlower oil is high in unsaturated fatty acids
and is found in salad dressings, cooking oil, margarine, candles, and as drying oil in paints
and varnishes. Safflower is grown in Europe and in North and South America in areas
favorable for wheat and barley cultivation. Mustard or carinata (Brassica carinata), a relative
of rapeseed, is grown for its vegetable greens and is valued for its seeds, whose oil can be
found in lubricants and hair oil. Its seed residue is an animal feed, fertilizer, and an organic
pesticide. Research is being conducted on its suitability as a biodiesel feedstock, including
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genetic engineering to boost its oil content. Based on yield per acre and make-up of its
carbon chains, mustard may be able to produce more fuel per acre than other oilseeds
and, as another benefit, can be grown on semi-arid land not suitable for most oilseeds.®

Modern agricultural research and development efforts have been responsible for
dramatic improvements in crop yields by such means as optimal fertilizer and pesti-
cide applications, plant hybridization, genetic engineering, and greater productivity
through mechanization. Corn yields in the US are up 65 percent since the mid-1970s
and oil palm by 200 percent since the 1960s, with soybeans in Brazil up by over 300
percent since 1940. Despite gains in crop yields, there are limits on agricultural output
of oilseeds in meeting biofuel demand. Considering both ethanol and biodiesel, for
the EU to obtain a 10 percent share of biofuels for transport fuels, a large portion of
its agricultural land for growing food crops would have to be dedicated to producing
biofuel crops. This fact alone may be the reason behind the growing opposition to
food for fuel in Europe. To meet this same objective of a 10 percent share of biofu-
els in transport fuels (gasoline and diesel fuel), about one-third of US and Canadian
agricultural land would have to be converted to biofuel crops. But on a world basis,
only 8 percent, and for Brazil only 2 percent, of its agricultural land would have to be
converted to biofuel crops for every 10 percent incremental share of biofuels in trans-
port fuels. The world has an enormous capacity to increase biofuel production, such
as expanding jatropha and castor plant cultivation on marginal nonagricultural lands
throughout Africa, Asia, and South America.

Biodiesel from Jatropha

Jatropha (Jatropha curcas) is a weed that grows in the tropical regions of Africa, South
America, India, China, and Southeast Asia. It is thought to have originated in Central
America and was introduced into other parts of the world by early explorers. The plant
can grow on virtually barren land with little water, needs little fertilizer if cultivated,
and produces inedible seeds rich in oil whose biofuel yield per acre beats many biofuel
crops. Jatropha needs no fertilizer if residue after extracting oil, inedible seed cake, is
placed around the plant (another example of fertilizer recycling). In Mali, jatropha is
grown in long rows as a living fence to keep grazing cattle, repelled by its smell, off crop
fields. It can be grown in rows interspersed with agricultural crops, fruit groves, and tree
plantations. Jatropha prevents soil erosion and can be grown alongside rail and road right-
of-way and on land not suited for agricultural crops—a perfect cash crop for the rural
poor, generating both income and employment opportunities.

Jatropha begins to bear seeds 2 years after planting and its yield increases fourfold in
10 years, maintaining this yield throughout the remainder of its 50-year life. It is con-
ceivable that African and Asian oil importing nations could become biodiesel exporters
earning foreign exchange rather than spending their meager hard-currency reserves on
petroleum imports. Myanmar (Burma) planned to cultivate 700,000 acres in jatropha to
completely replace 40,000 Bpd of oil imports. While the plan failed in 2005/2006 partly
from reliance on forced labor and a lack of commitment on the part of growers, it does
point to the concept of jatropha or other oil seeds replacing oil imports. Myanmar is
looking at less draconian approaches to biofuels at this time. Perhaps the Brazilian model
for private farmers growing oil seeds on their land as a cash crop would be better, but this
would require an entire remake of Myanmar’s political system.
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For jatropha or other oil seeds to replace oil imports, biodiesel conversion plants would
have to be built. Conversion plants require both capital and operating funds and a source
of feedstock. To assist growers, India has devised a system of microcredit to ease pov-
erty among women by financing their growing jatropha to be sold to processing plants.
Jatropha is planted along the railroad tracks between Mumbai (Bombay) and New Delhi
supplying about 15-20 percent of locomotive fuel.

Biodiesel from Castor Beans

Castor bean or castor oil plant (Ricinus communis) is a labor-intensive crop that can provide
jobs for the unemployed. India is the largest producer and exporter of castor oil followed
by China and Brazil. Castor bean contains a poisonous toxin called ricin, is a food pre-
servative and a medicinal laxative, and can be found in industrial adhesive, brake and
hydraulic fluids, and paints and lacquers. Brazil considers castor oil a promising feedstock
for biodiesel because, unlike food crops, castor bean has little value and can be grown on
nonagricultural lands. Its cost is established by planting, harvesting, and shipping, which
are primarily fixed, and its production has no impact on food crops. A fixed cost feedstock
removes much of the risk of biorefineries whose spread is linked to a food crop.

Petrobras, through its Research Center (Cenpes), has been studying biodiesel produc-
tion from castor oilseed and other oleaginous plants for which the company has patented
technology. Despite the role of soybean oil in making biodiesel in Brazil, Petrobras is in
favor of producing biodiesel from castor oilseed for the following reasons:

e  Castor plant is robust and can be planted in several regions of the country (particularly
the semi-arid Northeast) with relatively little demand on soil nutrients and water.
Castor crop provides jobs for rural workers in areas too dry for normal agriculture.
Plant residue after removing the seeds can be left for soil recovery or be a source of
cellulosic ethanol or be converted to livestock feed or fertilizer.

Castor seeds have high oil content (45-55 percent) and are not edible.
After oil is removed, the seed cake can be used as a fertilizer or animal feed, but the
latter requires detoxification.

e  Castor seed plant leaves can be used to grow silkworms; the flower draws bees for
honey production; the stalk can be used for firewood; and the seed’s shell is rich in
organic fertilizer.

Yet Brazil uses soybeans for 85 percent of its feedstock for biodiesel, with most of the
remainder being tallow. The reason for soybeans as biodiesel feedstock is not its yield,
which is the lowest except for corn, as shown in Figure 3.7, but its availability. Castor
beans would require a capital investment and time for developing large-scale production,
whereas soybeans are already grown on millions of acres. However, progress is being
made to have castor beans be a cash crop for indigenous farmers to supplement their
income. One idea is to incorporate castor oil plants with soybeans. In northeast Brazil,
soybean farms lie idle during the dry season before soybeans can be replanted. Evofuel,
an advocate of castor seed as a competitive biodiesel feedstock, is developing a high yield
castor seed that thrives during the dry season in northeast Brazil. Evogene, its wholly
owned subsidiary, and SLC Agricole are conducting a test program to develop castor
plants for crop rotation with soybeans with castor seed sowed after soybeans are harvested
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and harvested before soybeans are sowed. Thus castor oil production would not compete
with the food crops, providing farmers with an additional revenue source.*’ Petrobras
has also initiated a program for family farms to grow oleaginous plants for conversion
to biofuels. The company has begun production of a biodiesel fuel based on a blend of
30 percent castor bean oil and 70 percent sunflower seed oil produced by family farms.
This program is active in semi-arid regions of Brazil and presently has 55,000 enrolled
farms with the objective of 80,000 farms.**

Biodiesel from Algae

Biodiesel can be made from algae, which grow everywhere—oceans, ponds, swimming
pools, goldfish bowls. Although these single-celled organisms have the same photosyn-
thetic capacity to convert sunshine into chemical energy as plants, they lack roots, stems,
leaves, and the reproductive organs of flowers, seeds, and fruits characteristic of plants.
Algae’s single-celled structure is extremely efficient in absorbing light and nutrients to
reproduce by cell division. Certain types of algae produce oils similar to vegetable oils
at 30 to 100 times per acre of pond water greater than the per acre yield of soybeans or
corn. Moreover, algae require 99 percent less water than what biofuel crops absorb in
their life cycle, neglecting evaporation of pond water (a major omitted factor in making
this assertion). Oil produced by algae can be converted to biodiesel, and the residue con-
taining carbohydrates can then be converted to ethanol and the remaining proteins and
fermentation products a nutritious livestock feed with no waste.

Productivity depends on photosynthesis. The critical aspect of algal ponds is not
depth, but surface area and amount of sunshine. This makes deserts an ideal location as
long as there is a ready supply of water to replace that lost by evaporation. Water need
not be fresh but can be drawn from saline aquifers, which otherwise have no use. Not
only do algae grow vigorously in saline water, but their productivity can be enhanced
by building the pond near a coal-burning electricity generating plant. Stack emissions
percolating through the pond water allows algae to consume most of the carbon dioxide
and nitrous oxides. Carbon dioxide enhances photosynthesis, and nitrous oxides act as
fertilizer. Other fertilizers can be animal and human waste. Carbon dioxide present in
stack emissions from a utility plant is recycled by being absorbed by algae and released
when algae-made biodiesel and bioethanol are burned. Burning of algae-made biodiesel
and bioethanol adds little carbon dioxide to the atmosphere as its fossil fuel energy input
is quite low. Algal cultivation is a perfect conversion of waste (smokestack emissions,
sewage water) into useful products. Algal ponds built around the Salton Sea in the Sonora
desert in California can feed off polluted waters heavily laden with nitrogen and phos-
phate fertilizers.®®

Groundwork for producing biodiesel from algae was laid in a nearly 20-year program
(1978-1996) conducted by the US Department of Energy’s Office of Fuels Development.
The peak funding year for the Aquatic Species Program (ASP) was only $2.75 million,
yet from this program came the entire framework of identifying the right type of algae
and right conditions for maximum productivity. The conclusion of the program was that
the process was not economic. But that was 1996. With current prices of crude oil and
with the possibility of selling carbon credits, the economic equation has changed con-
siderably. Moreover, technological progress has been made since the cessation of ASP to
further reduce capital and operating costs and enhance productivity.
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Algal ponds are shaped like racetracks where algae, water, and nutrients circulate,
powered by paddlewheels to keep the algae suspended. Water and nutrients are continu-
ally fed to the ponds, and a portion of pond water is continually drawn oft to harvest
algae. Ponds are shallow to keep algae exposed to the maximum degree of sunlight for
photosynthesis, and individual raceways can be connected into a single algal factory.
Displacement of croplands dedicated to food crops for the production of biofuels is a
major concern. In the US about 450 million acres of land are used for growing crops,
much of that for animal feed. Another 580 million acres are grassland pasture and range.
Croplands and grazing account for nearly half of the 2.3 billion acres within the US, with
only 3 percent, or 66 million acres, considered urban land. It has been estimated that a
pond system covering nearly 15,000 square miles or 9.5 million acres would produce
enough biofuel to replace petroleum-derived motor vehicle fuels. This is a huge area of
ponds that have to be constructed, yet it represents only 2 percent of the 580 million acres
of grazing and rangeland. If these ponds were built in deserts, there would be no impact
on agriculture or grazing land. The cost would be high, but so is acquiring oil from over-
seas and maintaining a continual military presence in the Middle East.

Photobioreactors contain algae within a closed system that drastically reduces land nec-
essary to grow algae and water lost to evaporation, but adds considerably to capital costs.
There is a great deal of biological science involved with photobioreactors to select the
right type of algae from thousands of varieties, the correct temperature and pH of water,
and the right mix of carbon dioxide and nutrients. Technological challenges include the
design of an effective photobioreactor for high productivity, ease of removing algae,
and low capital costs. As with algal ponds, a portion of algal water in a photobioreactor
is removed and run through a centrifuge to remove algae, which must be dried before
being pressed to remove the oil. The residual press cake can be used for a variety of
purposes including bioethanol production, with the remaining residue being a nutritious
animal feed. Drying and pressing oil out of algae is a fairly expensive process and more
economical processes are being explored.

But developmental cost can be prohibitively high. The Arizona Public Service Company
and its partner GreenFuel Technologies experienced initial success in a pilot plant to cre-
ate biofuels from algae. Algae were grown in specially designed containers (bioreactors)
fed with power plant emissions. Carbon dioxide absorbed by algae and nitrous oxides as
fertilizer promoted growth. However, the widely publicized project was liquidated in
2009 when the next stage of commercial development could not be economically justi-
fied. The torch for algae grown at utility plants has been passed to Duke Energy. Its East
Bend Station has a photobioreactor to convert carbon dioxide in flue gas to algal biomass
under the auspices of the University of Kentucky Center for Applied Energy Research.®

Sapphire Energy is converting algae grown in racetrack shaped ponds straight to
jet fuel, gasoline, and diesel fuel, bypassing the usual route of bioethanol, biodiesel,
and livestock feed. Like all algae projects, it is heavily subsidized by the government.
Sapphire’s Green Crude Farm, started in 2010 in New Mexico, received funding
from the American Reinvestment and Recovery Act plus a federal grant from the US
Department of Energy and a loan guarantee from the US Department of Agriculture
Bio-refinery Assistance Program. Green Crude Farm began operating in a commercial
test phase in 2012. Green crude oil is extracted from algae and concentrated and refined
as an oil to produce gasoline and jet and diesel fuel. Sapphire Energy’s process requires
only sunlight and carbon dioxide. Algae grow in nonpotable salt water ponds on



Biomass 129

nonarable desert land, not impacting fresh water resources or croplands. It takes advantage
that algae are the most efficient photosynthetic plants as no energy goes into making
roots, stems, seeds, or flowers. The annual energy capture of algae is 650 times more
per acre than other biofuel feedstocks.

Every gallon of algae crude oil absorbs 13—14 kilograms of carbon dioxide from the
atmosphere. Sapphire estimates that Green Crude has a well to wheels life cycle carbon
impact that is about 70 percent less than fossil-based fuels and less than other biofuels.
The refined products of Green Crude are totally compatible with petroleum transporta-
tion fuels for automobiles, trucks, and airplanes, with equivalent or better energy density.
They can be used in the existing infrastructure of refineries, pipelines, and distribution
centers, quite unlike bioethanol and, to a lesser extent, biodiesel. Sapphire believes that
its production facilities are scalable, requiring only sunlight, a source of saline water, and
desert land.”

Solazyme harnesses the prolific oil-producing capacity of microalgae acting on sugar
with proprietary strains of algae that convert sugar to oil. Microalgae are heterotropic,
which means that they can grow in the dark in fermenters consuming sugar that has
already harnessed the sun’s energy. Microalgae’s natural oil production time is just a few
days and it is possible to scale up the technology to make commercial quantities of 0il.®®
Algenol Biofuels has a special technology that can produce ethanol for around $1.20 per
gallon at a production rate of 10,000 gallons per acre in photobioreactors. The company
plans to scale up to 20 million gallons per year and then to 1 billion gallons per year
by 2020. Not all companies in algae are focused on energy products. Heliae is explor-
ing algae in nutrition, therapeutics, health and beauty, and agrosciences. Aurora Algae,
Cellana, and Earthwise are developing or providing algae-based omega-3 fatty acids,
protein, and animal feeds along with biofuels. Phycal has a plant that makes sugar from
cassava, which is then transformed by algae into ethanol.®

Research is being conducted on tunicates, a common marine species best described
as a yellowish, slimy growth that consumes microorganisms and can be converted to a
combustible biofuel. Kelp is a macroalgae that can grow over 100 feet in length from
the bottom of the ocean where it is rooted to the surface. It can grow over one foot a
day and can provide prodigious amounts of feedstock for potential conversion to ethanol
and biomethane gas. The challenge is in harvesting seaweed and kelp mechanically and
dewatering macroalgae, which is 60-70 percent water and laden with salt, in an energy-
efficient way. Another avenue of algal research is dealing with a pond crash where algae
suddenly die from fungi, rotifers (microscopic zooplankton that feed on microalgae),
viruses, and competitive and undesirable forms of algae. Pond crashes can lead to tremen-
dous costs in cleaning and removing dead algae along with the cause of their demise and
reestablishing growth of desired algae.

Niche markets for high value algae products are already commercially successful or are
well-along in becoming technically and commercially feasible. These include nutraceutical
products such as heart-healthy omega 3—6 oils, DHA fish oils, and cosmetic products such
as facial creams, environmentally friendly green chemicals, detergents, and solvents, bio-
degradable polymers for plastics, and protein and carbohydrate supplements for animal feed.
These products may be able to fund the development of algae production facilities able to
produce higher volumes than necessary for niche products. Excess production could be
dedicated to biofuels. In other words, development of low volume, high value algal products
may clear the way for production of high volume, low (relatively speaking) value biofuels.”
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At the present time, biofuels from algae are not commercially competitive, but the US mili-
tary has been a reliable customer for some companies, paying substantial premiums to ensure
that these companies are kept in operation in its quest to find and develop alternatives to
petrofuels in case of an interruption of oil supplies.

Biodiesel from Other Feedstocks

China is looking at guang-pi, an oil-bearing tree that can be grown on marginal land in
addition to other oil seeds, animal fats, and used cooking oils. Biodiesel from rapeseed
has reportedly been increasing, but China’s demand for agricultural products stands
in the way of massive areas of cultivated croplands being dedicated biofuels (China’s
prohibiting corn from being converted to ethanol in 2008 is a case in point). On the
other hand, China possesses large areas of marginal land not particularly well suited
for agricultural crops that could be brought into cultivation for biofuel crops. Japan is
looking into biodiesel and has a growing number of entrepreneurial businesses being
set up to convert used cooking oil from local restaurants and households into biodiesel.
Some biodiesel is made from rapeseed grown on idle plots of land or rotated with rice
crops. Like China, Japan has enormous demand placed on its land for food crops, but
marginal land could be dedicated to biofuel crops. Other nations in Asia are mandating
low levels of biodiesel such as B3. All in all, Asia is just starting to get its feet wet in the
biofuel revolution.

Indigenous peoples of Africa and Asia should take to heart the fact that large inputs of
outside capital are not necessary for them to bootstrap themselves into the biofuels age. In
the 1930s, the British Institute of Standards in Calcutta examined inedible oils as potential
diesel fuels. In 1940, a textile mill in the state of Andhra Pradesh was powered, as well
as supplying power to the surrounding community, with inedible oils as fuel. This lesson
was lost until 1999 when the people of Kagganahalli in the state of Karnataka told Dr.
Udupi Srinivasa, a mechanical engineering professor at the Indian Institute of Science,
about inedible oil from seeds of the honge tree that had been previously used for lamp
oil. Dr. Shrinivasa initiated a project that resulted in a local company converting its diesel
electric generators to run on honge oil, sharply reducing energy costs. Now the villagers
of Kagganahalli possess electric generators fueled by biodiesel that pump water to irri-
gate their crops, and the previously dry and desolate village has been transformed into a
thriving oasis of agricultural enterprise. Dr. Shrinivasa repeated this again with the villagers
of Kammeguda in Andhra Pradesh, who now take seeds from karanji trees to produce
biodiesel to power a diesel electric generator for lights and running water. He is also
advocating oil from the mahua seed, which when mixed with ethanol produces a superior
diesel fuel than petrodiesel.”’ A few other Indian villages have done the same. Thus, rela-
tively small capital investments in diesel electricity generators fueled by biodiesel made
from local seeds can become the first step in raising living standards and transforming the
lives of impoverished people. This lesson in “micro-bootstrapping” should be taken to
heart—there is no reason why this process has to stop at a handful of villages.

As much of the vegetable oil supply is used for cooking, there is a sizable market
emerging from recycling waste vegetable or cooking oil for biodiesel feedstock. Waste
vegetable oil must be filtered to remove residues and treated for acids produced by high-
temperature cooking. Apart from this, used or waste vegetable oils can be easily converted
to biodiesel as in China and Japan and other nations. Animal fats or tallow from cattle,
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pig, fish, and chicken processing plants are gathered for conversion to biodiesel in the US,
Australia, New Zealand, and elsewhere. Some biodiesel facilities are located near meat
processing plants to take advantage of their waste.

There are now a few companies converting animal fats and greases along with veg-
etable oils to biodiesel in commercial quantities. Renewable Energy Group has nearly
20 years of experience producing biodiesel from ten operating plants, with four in the
pipeline. The company in 2014 produced 287 million gallons of biodiesel made from
natural fats, oils, and grease.”” DAR PRO Solutions has developed a biodiesel plant fed
by recycled fats and used cooking oils. Its Diamond Green Diesel refining center, a 50-50
venture with Valero Energy, began operation in 2013 and now has a capacity to annually
convert 1.1 billion pounds of animal fat and used cooking oil (11 percent of the nation’s
annual output of animal fat and used cooking oil) into 147 million gallons (10,000 Bpd)
of green diesel. The plant is located at Valero’s St. Charles, Louisiana refinery and is tied
into Valero’s oil product distribution system.”

Organic waste can produce biopetroleum by utilizing a thermal conversion process
that mimics the geological and geothermal processes of nature to produce oil. In what
was the world’s first operating organic waste biorefinery, turkey and pig slaughterhouse
wastes, called offal (and is awful!), were converted to fertilizer and fuel oil at a thermal
conversion processing plant in Carthage, Missouri.”* The process starts with grinding
offal, followed by heat and pressure in a first-stage reactor to start a chemical break-
down. A sudden drop in pressure flashes off excess water and minerals, and the residue,
when dried, produces a high-calcium powdered fertilizer. The remaining concentrated
organic soup 1s heated to 500°F (260°C) and pressurized to 600 pounds per square inch
in a second reaction tank. In 20 minutes, the process replicates what happens over mil-
lions of years to dead plants and marine organisms buried deep in the earth’s sedimentary
rock layers. Complex molecular chains of hydrogen and carbon are chopped into shorter
chain molecules of fuel oil. A centrifuge removes water laden with nitrogen compounds
and amino acids to be sold as a potent liquid fertilizer. What is left is fuel oil superior in
quality to crude oil. It can be sold to an industrial plant as fuel or to a refinery for upgrad-
ing to high-end petroleum products. At peak production, 500 barrels of high quality fuel
oil were made daily from 270 tons of turkey offal and 20 tons of pig fat. The process
is energy-efficient, consuming only 15 percent of the plant’s energy output to power
its operations.” Despite these attributes, neighbors around the plant complained about
the smell, forcing the plant to be closed while the litigants battled it out in court. The
company failed to solve its olfactory problem and, in 2013, was acquired by Ridgeline
Energy Services.”

Biodiesel Development

World biodiesel production increased from 61,000 Bpd in 2005 to 226,000 Bpd in 2008
and to 369,000 Bpd in 2011, an annual growth rate of 35 percent. Between 2009 and
2011, growth fell by half to 16 percent. In 2011, the chief producing areas were Europe
at 165,000 Bpd, mostly in Germany and France; South America 94,000 Bpd, chiefly
in Argentina, Brazil, and Colombia; North America 66,000 Bpd, and another 28,000
Bpd in Asia, mostly in Thailand and China. The chief consuming nations were the US
at 58,000 Bpd, Germany 47,000 Bpd, Brazil 45,000 Bpd, Spain 32,000 Bpd, and Italy
31,000 Bpd.”



132 Biomass
Europe

Biodiesel played a major role in Europe’s quest for a 10 percent allotment of biofuels for
transportation, which may be cut back to 6 percent. Development of a biodiesel market
in the EU was set in motion by several public policy programs. One was the Common
Agricultural Policy, a supranational farm policy for EU member nations that had estab-
lished a “set-aside” program to reduce farm surpluses. The program allowed producers of
grains, oilseeds, and protein crops to receive direct payments if they removed a specified
percentage (up to 10 percent) of their farmland from production as a price support mech-
anism. However, nonfood crops were permitted on set-aside land. It turned out that
farmers were better off growing crops for biofuels than receiving payments for idle land,
which they did. The European Community Scrivener Directive laid the groundwork for
tax relief for biofuel production plant investments. The EU also established incentives to
make it attractive for Europeans to buy diesel-powered automobiles by partial subsidiza-
tion of their purchase price and to make diesel fuel attractive over gasoline by reducing
diesel taxes about 50 percent (at times 90 percent) in relation to petrodiesel taxes. These
collective actions were necessary to compensate for the cost of biofuels being 2—-3 times
greater than petrofuels. This program was very successful, as a great preponderance of
motor vehicles in Europe are now diesel-powered, giving preference for biodiesel over
bioethanol as a biofuel. The objective of this government public policy to encourage
switching from gasoline to diesel was to take advantage of the better mileage of diesel-
powered automobiles to reduce oil imports.

Europe’s production of biodiesel was 8.9 million metric tons in 2013, which grew by
16.3 percent to 10.4 million tons in 2014, and then more than doubled to 23.1 million
tons in 2015. Germany produces 20 percent, followed by the Netherlands and France
at 11 percent each.” In Germany, biodiesel is available at 1,900 filling stations, with
the average distance between filling stations selling biodiesel being about 30 kilometers,
although there are substantial regional variations.” Assuming biodiesel is 7.3 barrels per
metric ton and with 42 gallons in a barrel, 23.1 million tons is equivalent to 7.1 billion
gallons. Europe’s largest biodiesel producer is Neste Oil, a Finnish oil company, with four
biodiesel production facilities, two at its Finnish refinery and one each at its Rotterdam
and Singapore refineries. Total output is 2 million tons per year of biodiesel using a vari-
ety of feedstocks, including waste animal and fish fats, and oils from rapeseed, camelina,
jatropha, soybean, corn, and palm trees. Greenhouse gas emission reductions for vegetable
and palm oils are around 47 percent, whereas waste animal and fish processing fats are
around 90 percent.'”

United States

Military vehicles and fleets owned by federal and state agencies and the US Department
of Energy made up much of the initial biodiesel market as required by the Environmental
Protection Act of 1992. A part of incentivizing consumption of biodiesel in Germany
was attributable to establishing and enforcing a universal set of biodiesel quality standards
to allow engine manufacturers to have a design that burns either biodiesel or petrodiesel.
In like fashion, the American Society of Testing and Materials (ASTM) issued detailed
specifications for bio and petrodiesel fuels to ensure usage of both fuels in any engine
design. The National Biodiesel Board established the National Biodiesel Accreditation
Commission to develop and implement a voluntary program for accrediting producers
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and marketers of biodiesel under “BQ-9000, Quality Management System R equirements
for the Biodiesel Industry.”

In 2015, the number of biodiesel filling stations serving over B20 numbered about 670,
concentrated in the Carolinas, Tennessee, and California.'” Many other stations serve B2,
B5, B10, and other percentage mixes less than 20 percent. In 2008, 700 million gallons of
biodiesel were sold in the US and subsequently declined to 315 million gallons in 2010.
But in 2011, biodiesel production surged to 1.1 billion gallons, satistying the EPA bio-
tuel mandate on biodiesel, which guaranteed a market for 1 billion gallons of biodiesel.
Biodiesel production further improved to 1.1 billion gallons over the next 2 years and, in
2013, surged to 1.8 billion gallons, exceeding the biodiesel requirement under the Federal
Renewable Fuel Standard, plus satisfying the majority of the Advanced Biofuel require-
ment as a substitute for imported sugar ethanol from Brazil.'” While 1.8 billion gallons
of biodiesel seems impressive, it is not quite so impressive when compared to Europe’s
7.1 billion gallons.

Brazil

In addition to being the second largest ethanol producer in the world and being at the
forefront of incorporating biofuels into automobiles, Brazil may be playing an additional
role in developing biodiesel as well. Nearly all of the world’s biodiesel production relies
on methanol, but ethanol can be used. While biodiesel made from methanol contains
an oil product, biodiesel made by substituting bioethanol for methanol would con-
tain none. Researchers at the University of Sao Paulo have succeeded in developing
a biodiesel formula that uses ethanol instead of methanol, making biodiesel entirely
renewable. Biodiesel substituted for petrodiesel in sugar production would make ethanol
entirely renewable.

Beginning in 2008, Brazil mandated 2 percent biodiesel (B2) in diesel fuel. This man-
date is currently being filled by soybean oil. Soybeans have a relatively low yield of seed
oil compared to castor seed, but soybeans are plentiful and available. In addition to Brazil,
Argentina and Colombia are important producers of biodiesel, with other nations in
South and Central America looking into biodiesel as an alternative for petrofuels. The
future of castor bean as a feedstock for biodiesel remains problematic at this time.

Asia

Thailand is planning to revise upwards its biodiesel production target to 7.3 million lit-
ers per day (46,000 Bpd) by 2021 compared with an earlier target of 5.9 million liters
per day under its Alternative Energy Development Plan (2012-2021). The current bio-
diesel production of 3 million liters per day is produced by 11 biodiesel refineries with
a combined capacity of 5 million liters per day. Hence these biorefineries operate at 60
percent of capacity, but utilization will increase by expanding the mandated volume from
the present B7 to B10 by 2019 with palm oil as the primary feedstock. The mandate for
advanced biodiesel from jatropha, seaweed, wood, used vegetable oils, and other biomass
has been severely cut back from cost considerations. The Thai biodiesel program is justi-
fied in savings from reduced oil imports.'” Maturing of the palm plantations throughout
Southeast Asia will have a strong impact on the growth of the biodiesel market in Asia
unless detractors have their way.
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Rudolf Diesel ran his diesel at the Paris Exposition on peanut oil, not biodiesel. Straight
vegetable oil (SVO) does not need to be converted to biodiesel, but diesel engines
have to be adapted to burn SVO. SVO is cheaper than biodiesel with no conversion
costs and does away with the glycerin disposal problem. However, SVO requires a
heated auxiliary tank in order not to clog the fuel system in cold weather. Diesel con-
version kits are available to adapt diesel engines to SVO. The kits consist of modified
fuel injector nozzles, stronger glow plugs, dual fuel heaters, temperature controls, and
parallel fuel filters. The converted diesel can run on SVO, biodiesel, or petrodiesel, or
any combination of the three stored in separate tanks. However, free used cooking oil,
which may include animal fats and fish oils, may not be acceptable fuels for the conver-
sion kits. Some maintain that untreated SVO does not cause engine problems; it can
go straight from the oil seed crusher to the fuel tank. Others maintain that SVO must
be treated (de-gummed, deacidified, and usually winterized), and factories in Europe
process fuel-grade vegetable oils as others process food-grade vegetable oils. In the
respective arguments over whether biodiesel or SVO is better, one should not lose the
point that both replace petrodiesel.!™

There is a great deal of entrepreneurial activity that may shape the prospects for bio-
diesel. Steeper Energy Aps of Copenhagen has proprietary hydrofaction technology to
convert low value organic feedstocks such as coppice (periodic cutting of scrub and
young trees to ground level to stimulate growth), peat, and lignite coal to liquid fuels.
Success of its pilot plant has led to a contract with the port of Frederikhavn to produce
marine fuel that can easily meet stringent environmental standards. Annual production of
50,000—100,000 tons of marine fuel is only a small part of the 900,000 ton market that
serves 100,000 vessels passing through the Skagen strait. Wood requirement is 2—3 times
the output of marine fuel and is anticipated to be sourced from Russia, the Baltic nations,
Sweden, Finland, and possibly Canada.'® This same thermal conversion technology can
also be adapted to process sewage, old tires, and mixed plastics. Perhaps someday, towns
and cities will build biorefineries at their sewage and waste collection facilities to sell
motor vehicle fuels to the public in competition with oil companies!

Amyris produces renewable diesel in Brazil and fuels 300 public transit busses in Sao
Paulo and Rio de Janeiro. Its diesel fuel is made from sugar, with an 80 percent reduc-
tion in greenhouse gas emissions, no sulfur emissions, and significant lowering of nitrous
oxides and particulate matter emissions. It is superior to petrodiesel, with a high cetane
number, very low cloud point, and ideal lubricity, and is made from Biofene, which,
in turn, is a product of microbial reactions with sugar. Biofene has also been used in
cosmetics, perfumes, detergents, industrial lubricants, and even medical applications.
Amyris has also developed an approved renewable aviation fuel in a joint venture with
the French oil company Total. Renewable jet fuel is made from a bio-derived chemical
farnesane that is mixed with regular jet fuel to fuel aircraft flights in Brazil.'®

Research is underway to genetically-engineer a hydrocarbon-rich tobacco plant that
will yield 1,000 gallons of biofuel per acre of land, three times that of corn ethanol. It
is envisioned that biofuel tobacco would supplant growing tobacco for smoking. Other
research is being conducted on the molecular level to improve the efficiency and eftec-
tiveness of biofuel processes. As an example, scientists are performing research on how to
model molecules on supercomputers to simulate production of cellulosic ethanol. Use of
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microbes in producing biofuels is considered third generation, with ethanol and biodiesel
as first and cellulosic ethanol and algae as second generation.

An apartment complex in Hamburg, Germany, features algae growing between the
glass panels to create biofuel, produce heat, shade the building, and abate street noise.
The cost of electricity, however, is considerably more expensive than solar panels. If
this could be further developed, vertical algae farms built into apartment complexes and
office buildings may become a future architectural rage."” Algae.Tec in Australia has
succeeded in growing and harvesting microalgae in enclosed, used shipping containers.
Algal farms within the shipping containers are not exposed to light, but light is fed into
the containers through optical fibers from solar collecting disks. Containers are also fed
carbon dioxide from fumes from a coal-fired power plant along with phosphorous and
nitrogen fertilizers. It is anticipated that each container will produce 250 tons per year
of triacylglycerol oils, which can be chemically converted to biodiesel and pelletized
animal feed. Part of the profitability is the coal plant having to pay less in carbon taxes.'*®
The US Navy is experimenting with using electricity to extract carbon dioxide and
produce hydrogen from seawater. In the presence of an iron-based catalyst, carbon
dioxide and hydrogen are converted to an olefin, a precursor to jet fuel. This is part of
an ambitious Navy program to half petroleum fuel demand by substituting various sorts
of synthetic fuels.'”

The International Renewable Energy Agency (IRENA) in its 2014 report concluded
that consumption of biomass in terms of cooking and heating for the indigent will decline
in favor of more desirable fuels, but that other biomass consumption segments will
increase. It is anticipated that there will be a 2.6 percent growth of demand for heating
modern buildings, nearly 5 percent growth as a fuel for industry, and a 10 percent growth
both as a motor vehicle fuel and in district heat generation, supplanting, to some degree,
natural gas. Incremental sources will be biogas from human and animal waste, agricul-
tural, forest, and wood residues, plus greater consumption of wood pellets for generating
electricity and home heating and biomass in co-firing coal burning plants. These will also
be accompanied by greater growth of motor vehicle and aircraft biofuels (cellulosic etha-
nol and biodiesel from non-edible vegetable oils and conversion of wood waste). From
the perspective of 2030, nations with the greatest growth potential for biomass demand
are the US, China, India, Brazil, Indonesia, and Russia. Nations with the highest share
of biomass as a fuel are anticipated to be Brazil, Nigeria, Indonesia, Denmark, France,
Germany, and Ecuador. This will be achieved by a more organized approach to gasify
human and animal and food wastes, forest and wood residues, and more intense grow-
ing of biomass fuel crops on currently nonproductive land. Since the weighted overall
growth rate for biomass consumption of 3.7 percent is higher than overall energy growth,
biomass will be playing a greater role in satistying aggregate energy demand in 2030 than
in the past.'"”

Biofuel Risks

Production of biofuels (mainly ethanol, but also biodiesel) in 2014 was 1.4 million Bpd
and is expected to grow to 2.5 million Bpd by 2020.""! For this to be achieved, revenue
must pay all capital, operating, and feedstock costs. No business is without its risks, and
biofuels are no exception. Biofuels have historically been more costly than petroleum
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products, requiring various forms of government intervention in the form of subsidies
and mandates to keep biofuel companies afloat. One risk is the fickleness of governments
to arbitrarily and abruptly change established policies. In the 1980s, the government of
Brazil faced increased subsidy payments to support ethanol producers stemming from
falling oil prices. Rather than pay more in subsidies, the government, after nurturing and
fostering the biofuels revolution, walked away from its energy child. All subsidies to the
ethanol producers were abruptly ended and sugar growers were permitted to sell into
the international market, which had a higher price than the domestic market. Cutting
government expenditures and increasing the nation’s export earnings benefited the gov-
ernment at the expense of the ethanol producers. Unable to operate profitably, many
producers were forced into financial restructuring. Despite ethanol imports, the resulting
shortages of E100 led to a loss of consumer confidence in the availability of pure ethanol.
Sales of pure ethanol automobiles plummeted and, in response, automobile companies
concentrated on producing gasohol vehicles. Government policies that brought about the
pure ethanol automobile ultimately led to its demise. The advent of the flex fuel vehicle
gives drivers complete flexibility on the degree of ethanol and gasoline in fueling the
vehicle, mitigating the risk of another shift in government policy.

Another example of the fickleness of government mandates is the political reaction to
the no food for fuel movement, which is growing in Europe. As discussed, the proposed
cutback of 10 percent biofuels to 6 percent first generation biofuels in Europe will not
have any impact; but if actual consumption were near or above 6 percent, this would
have a negative impact on capital investments. However, the no food for fuel move-
ment may have a real negative impact on the enormous investment in palm plantations
in Southeast Asia.

In addition to abrupt changes in government policies toward biofuels, another major
risk faced by biofuel providers is the biorefinery spread, the price differential between
petroleum products and the cost of the biofuel feedstock. In Brazil, the fall in the price
of oil accompanied by a hike in the international price of sugar when sugar growers were
given the right to sell in the higher-priced international market financially squeezed the
ethanol producers. The price for ethanol declined to remain competitive with gasoline
on an energy-content basis and the cost for sugar rose to the international price. It is not
the price of oil that is critical for a biorefinery operator, but the spread between the price
of oil and the cost of feedstock. This is similar to the classic refinery margin or spread
between the price of refined products (gasoline and diesel) and the cost of crude oil, with
one major difference. The classic oil refinery margin deals with one commodity in two
forms, with crude oil on one side and refined products on the other, where there is a strong
price linkage between the two. Even so, oil refiners can be trapped in a spread where the
difference between the price of oil products and the cost of crude oil is too narrow for
profitable operations. The biorefinery margin is the price difference between two dis-
parate commodities of crude oil on one hand and foodstuffs (sugar, corn, vegetable oils)
on the other. There is no statistical linkage between the two, which means both behave
as independent variables.

Figure 3.8 tells the whole story. Biodiesel producers in Indonesia and Malaysia
suffered from a negative biorefinery margin between the prices of crude oil and palm
oil in 2009. As crude oil prices set record highs, one would expect prosperity for the
biodiesel producers; but not when palm oil is selling at an even higher price. Caught
in this financial vise, with the government unwilling to pay a promised subsidy to
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keep biodiesel producers financially whole, Indonesian biodiesel production fell by
85 percent. While oil palm plantation owners were making a financial killing, oil palm
biodiesel producers were taking a financial beating. Further investments in biodiesel
plants ceased. The general retreat from biodiesel plants was not confined to Indonesia
and Malaysia. In 2008 and 2009, ethanol plants in the US came under financial pres-
sure during times of record high gasoline and corn prices that drastically reduced the
biorefinery spread. This caused some plants to shut down and a few firms to declare
bankruptcy. Then in late 2008 and 2009 both gasoline and corn prices fell, but the
biorefinery spread did not improve sufficiently to prevent the bankruptcy of a leading
ethanol producer.

As seen in Figure 3.8, 2012 was a year of transition where the spread was positive,
but not sufficient to cover the costs of operation of a biodiesel plant. But 2013 and 2014
were good years for the biodiesel producers, followed in 2015 by a narrowing of the
spread to the point of closing plants unless some government aid package or subsidy was
activated. Closure means zero revenue. Costs have to be drastically cut, which means
disbandment of nearly all of the workforce. If none are left, then the plant will rapidly
decay from hot humid weather, lack of maintenance, and no security against vandalism.
Moreover, resumption of operations means hiring previously fired personnel with atten-
dant morale problems. If key people are kept on the payroll, how are they paid? How
are debt financing costs paid? The history of profitable operations depicted in Figure 3.8
should give investors pause, since risk inherent in the biorefinery spread is far greater than
the oil refinery spread.

Of course, there are means of risk mitigation. Oil refiners have the ability of taking
opposite derivative positions in futures, forwards, and swaps in crude oil and in gasoline
and diesel fuel to lock in a spread. This also exists for biofuel producers except that,
rather than locking in a spread of two forms of the same commodity, biofuel producers
must lock in a spread between two disparate commodities: agricultural crops and petro-
leum. This, of course, makes it more difficult to mitigate risk in that biofuel producers
have to be knowledgeable of market outlooks for both petroleum and agricultural crops.
Moreover there is a basis risk because taking a position in petrodiesel to lock in revenue
may not fully protect biodiesel, as prices for petrodiesel and biodiesel, while presumably
close, are not guaranteed to be close.

There are other ways to mitigate risk of a negative biorefinery spread. One is to use
feedstocks not grown for food such as jatropha and castor beans. Prices for these feed-
stocks are closely related to their production costs and are relatively fixed, quite unlike
the volatile market value for foodstuffs like sugar, corn, rapeseed oil, palm oil, and other
vegetable oils. Similarly cellulosic ethanol is made from biomass wastes or cellulosic crops
like fast-growing trees and grasses, whose costs are collecting or planting and harvesting,
and shipping. These costs are not affected by the price of food. With the cost of cellulosic
ethanol feedstock more or less fixed, there is no point in taking a derivatives position
to protect against an adverse price change of raw material feedstock. This simplifies risk
mitigation as cellulosic ethanol producers need only worry about the market outlook for
oil. If it is possible to separate the protein content from the biomass sources of cellulosic
ethanol, then food prices become a source of incremental revenue, not a source of incre-
mental cost or a risk to be considered. The same can be said about the possibility of using
algae as a feedstock for biodiesel and bioethanol where the residue is a source of protein
for animal feed.
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A mandatory requirement for a certain percentage of bioethanol in gasoline or biodiesel
in petrodiesel is not a guarantee that biofuel producers can cover their costs. Mandatory
requirements only work when the biorefinery spread between oil prices and feedstock
costs cover the operating and financial costs of a biofuels plant. A volume mandate does
not cover the biorefinery spread. However, if biofuel producers cannot fulfill a mandate,
then petrofuel providers must bid up the price of biofuels to secure supplies. But the
equation changes when the biofuel providers produce more than what is required under
the mandate. Now competition to have one’s output volume included in the mandate
lowers the price. If the price no longer covers costs, then biofuel firms will find them-
selves in financial distress even with a mandate to purchase a large portion of their output.

Biofuels and petrofuels are both technologically challenging. In some respects, biofu-
els are less challenging in that oil exploration and development give way to agricultural
pursuits or waste collection. But biofuels can be more challenging in that the refining
process, particularly for cellulosic ethanol and algae, has a long way to go before becom-
ing commercially viable. Cellulosic ethanol and algae are the future as second generation
biofuels versus the first generation biofuels whose feedstocks are food crops. If cellulosic
technology can become commercially viable, there is enough cellulosic feedstock in our
backyard to make North America independent of oil imports, but the ethanol would
have to be transformed to biobutanol for national distribution. Cellulosic ethanol has the
potential to make corn and grain ethanol transitional biofuels. What would be the point
of extracting just the starch from corn and grains to make ethanol when the whole plant
can be utilized?

For biodiesel, jatropha and castor beans can fix the cost of raw material to production
and shipping and not by their value as a foodstuft. Algae have a great potential for bio-
diesel and bioethanol production and as livestock feed. Algae can also make green crude
oil that can be transformed to petrofuel products without having to extract oils, starch,
and sugars. As demonstrated in India, local communities can bootstrap themselves into
energy independence, relying on low-cost inedible oleaginous seeds from weeds and
trees for feedstocks to generate power. Impoverished oil importing nations in Africa and
Asia have the potential of becoming biodiesel exporting nations, improving the living
standards of their people.

The greatest risk faced by biofuel producers is low oil prices as experienced in late
2008 and early 2009 and again in 2014 and 2015. Dealing in ranges that include variation
in price of feedstocks, ethanol producers in Brazil require a minimum oil price between
$35 and $45 per barrel in order to price ethanol to cover costs. The minimum oil price
to support ethanol producers in the US is between $50 and $60 per barrel. Ethanol from
grain in the EU requires a minimum crude oil price between $75 and $100, for biodiesel
made from vegetable oils the minimum crude price is between $90 and $110, and for
cellulosic ethanol a minimum crude price between $100 and $130 is necessary for existing
technology to be commercially feasible. Thus the thrust to lower the capital and operat-
ing costs of biofuel plants to improve profitability also mitigates the risk of low oil prices.

Projects and Problems
Project 3.1a

‘What are the comparative carbon emissions in burning wood versus burning coal? This
is a critical question if biomass 1s to displace fossil fuels. As the text indicates, this is a
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controversial issue. The assignment is to search the available information and write a short
paper addressing this issue replete with supporting statistics and your belief about which
of these contentions is true.

Project 3.1b

As an alternative to Project 3.1a, what are the carbon emissions for burning ethanol made
from corn in the US as compared to gasoline? Some feel that carbon emission reduction
is at least marginal, whereas others feel that carbon emissions have increased in substitut-
ing ethanol for gasoline. Ethanol proponents indicate the carbon emissions are down
by about 40 percent. This, too, is a contentious issue because if it is found that ethanol
increases carbon emissions, then dedicating 40 percent of US corn production to motor
tuels simply does not make sense from an environmental viewpoint. Research this subject
and write a report with your findings.

Project 3.1c

The other major argument for corn ethanol is that it displaces crude imports, making
the US less vulnerable to an interruption in world oil flows. What evidence is there that
ethanol does reduce foreign dependence on oil imports—can you quantify the impact
of ethanol on US oil imports? How has fracking oil from hard shale affected gasoline
imports? How about gasoline consumption—has that affected gasoline imports?

Project 3.2

‘Whereas biomass was once welcomed as a source of electricity, there has been growing
opposition. What is the nature of this opposition? Suppose you are a manager of a project
to build a biomass electricity generating plant. What would be your reaction to these
assertions? Remember no plant, no job.

Problem 3.1

As per the text, the World Energy Outlook projects bioenergy consumption at 1,881 mil-
lion tons of oil equivalent (mmtoe) in 2035, which represents annual growth of 1.6
percent from the 2010 bioenergy consumption of 1,277 mmtoe. Verify the growth rate
for power generation of 5.2 percent if the power generation share of the bioenergy pie
will grow from 9 to 22 percent, and the growth rate for motor vehicle fuels of 4.8 percent
it its share of the bioenergy pie increases from 5 percent to 11 percent.

Problem 3.2

Calculate what percent of US, Brazil, and world ethanol production is represented in
gasoline production. For 2014, obtain the figures for US, Brazil, and world oil consump-
tion in thousands of barrels per day from BP Energy Statistics. Multiply US oil consumption
by 0.5 to estimate gasoline production and 0.4 for the others. (US refineries have been
designed to have the higher gasoline yield on refining crude oil.) Take these figures and
multiply by 42 gallons per barrel and 365 days per year and divide by 1,000 to obtain
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millions of gallons of gasoline consumption. The 2014 production of ethanol in the US
is 14,300 million gallons; for Brazil 6,190 million gallons; and for the world 24,570 mil-
lion gallons. What percentage does ethanol production represent with respect to gasoline
production in terms of volume (gallons) for the US, Brazil, and the world? Should you
reduce ethanol by 30 percent to place ethanol on the same energy equivalent basis as
gasoline? If so, what is your share of ethanol on an energy equivalent basis? Which should
be used when the share of ethanol is being represented to the public and why?

Problem 3.3a

Suppose that gasoline costs $3.50 per gallon and an automobile gets 25 miles to the gal-
lon on gasoline. Suppose that a 70 percent plus ethanol mix (E70+) gets 20 miles to the
gallon. What should be the price of the ethanol mix to be price equivalent to gasoline? If
the price of the ethanol mix sold above this price, what would be your reaction?

Problem 3.3b

Suppose that premium gasoline sells for $4 per gallon and regular gasoline for $3.50
per gallon. If E85 is priced the same as premium gasoline, what is its equivalent price
compared to regular, taking into consideration its energy content being 30 percent lower
than regular gasoline and that premium gasoline can increase your mileage by 7 percent
over regular?

Problem 3.4

Suppose that an acre of corn can produce 300 gallons of ethanol. A 250,000 Bpd oil
US refinery can produce 112,500 Bpd of gasoline (50 percent gasoline at 90 percent
utilization). Further suppose that a 250,000 Bpd refinery including some allotment for
the producing wells, tanks, pipelines, etcetera takes up 1 square mile of land, more than
a generous allotment of land. Taking into consideration that ethanol has 70 percent of
the energy content of gasoline and that land requirements for growing corn should be
expanded by 25 percent to take into consideration the roads, towns, ethanol plants, and
all the other things that make up a community, how many square miles of land (640 acres
in a square mile) are necessary to replicate the oil refinery? The District of Columbia is
68.3 square miles—what is the equivalent area in DC units?

Problem 3.5

Redo the calculations for a sugar plantation in Brazil where the output is 600 gallons of
ethanol per acre. What is your conclusion regarding the comparative land requirements
for corn and sugarcane in making ethanol?

Problem 3.6

Obtain the cost estimate of building a 250,000 Bpd refinery. This is the capital cost to
produce 112,500 Bpd gasoline. Obtain the cost estimate for a standard sized ethanol
production plant. What is its output in ethanol production and how many of these plants
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do you need to substitute for a 250,000 Bpd refinery, taking into consideration the
lesser energy content of ethanol? Remember that an ethanol plant may be in production
around 3—4 months per year, starting with the harvest plus whatever is put into inven-
tory. It is possible for an ethanol plant to run 12 months a year if the inventory is high
enough, but this is not normal practice. Whatever you assume, how do the capital costs
for a 250,000 Bpd oil refinery compare with the total capital costs for the number of
ethanol plants needed to produce the same amount of ethanol on an energy equivalent
basis as the refinery?

Problem 3.7

A 2,000 mW biomass fueled electricity plant requires 6,600 square kilometers for sus-
tainable biomass growth to support the plant in the UK. How many square miles of
woodland 1s this? This assessment probably incorporates the idea that not all land area can
be used for biomass production, as roads and villages and ponds and streams will affect
biomass production. Assuming this is true, how many equivalent Washington DCs (68.3
square miles) is this? What would be your assessment for an equivalent plant in Brazil?

Problem 3.8a

DuPont is building a cellulosic plant in Iowa as described on their Website, which has some
interesting facts (http://biofuels.dupont.com/cellulosic-ethanol/nevada-sitEcEfacility). One
is that there are 815,000 acres of corn grown within a 30 mile radius of the plant. This
provides a measure of the percentage of land that can be cultivated, as lowa is an intensely
agriculturally devoted state. Calculate the square miles of a circle with a radius of 30 miles
(remember Pi R??). Translate this to acres (640 acres per square mile) and compare the
acres under cultivation with what is available. What do you think of the result?

Problem 3.8b

The harvest rate is 2 tons of stover per acre. How many tons are available if all 815,000
acres were available for making ethanol? What is the total output of ethanol if cellulosic
ethanol 1s 150 gallons per acre and ethanol from corn kernels is 300 gallons per acre?

Problem 3.8¢

This figure is gallons per year—what would be the equivalent barrels per day? Reducing
this by 0.7 to make cellulosic ethanol energy-equivalent to gasoline, how does this com-
pare with the output of a 250,000 Bpd oil refinery (50 percent gasoline with an effective
utilization of 90 percent)? What would be the land requirement for stover to be equal
to one 250,000 Bpd oil refinery? How many equivalent Washington DCs (68.3 square
miles) is this?

Problem 3.8d

The above ethanol applies for corn stover plus corn kernels for an output of 450 gallons
per acre. How many Washington DCs are necessary if miscanthus is substituted for corn


http://biofuels.dupont.com/cellulosic-ethanol/nevada-sitEcEfacility

142 Biomass

with an ethanol yield of 780 gallons per acre to be equivalent to the gasoline output of
a 250,000 Bpd refinery? Switchgrass has a wide range of ethanol yield per acre of 400
to 640 gallons per acre per year. What would be your assessment if switchgrass is sub-
stituted for corn (obviously switchgrass would be grown on land conducive to higher
yields)? Generally speaking biomass such as fast growing trees have yields varying from
400 to 800 gallons per acre per year. Construct a curve that would answer the above
where the number of DCs is the dependent variable and gallons per acre per year for
various feedstocks is the independent variable to have the same output as a 250,000 Bpd
refinery.

Problem 3.8e

Giant King Grass (GKG) can be grown on marginal land, but requires water and fertilizer.
In comparison to corn stover, its energy content per dry pound is higher at 7,900 Btu
versus 7,560 Btu per dry pound of stover. However, its maximum yield is up to ten times
greater than corn stover.''? For argument’s sake, suppose that its yield can be maintained
in a sustainable manner at eight times that of stover, taking into consideration the differ-
ence in heat content. If the cellulosic output of corn stover is 150 gallons per acre, then
GKG can produce 1,200 gallons of ethanol per acre. What would be the number of DCs
to equate to a 250,000 Bpd oil refinery using the same approach as Problem 3.8b? What
would be some of the considerations that should be included in evaluating the relative
cost of cellulosic ethanol from GKG to corn ethanol? What would be the impact if GKG
were grown in tropical regions where two crops can be harvested annually?

Problem 3.8f

Corn, sugar, miscanthus, and switchgrass are annual crops—poplar trees are harvested
about every 10 years. How does this aftect your approach to Problem 3.8¢?

Problem 3.8¢

Myanmar (Burma) had a grand plan to convert 700,000 acres of land for jatropha planta-
tions to produce 40,000 Bpd of diesel fuel that would displace the nation’s oil imports.
This land allotment probably included non-jatropha growing activities such as villages,
roads, waterways, and water bodies. Be that as it may, suppose that 30 percent of this
allotment will not be dedicated to growing jatropha. How does this land requirement fit
in with your assessments of land use per unit oil output in the previous problems?

Problem 3.9a

The yield of biodiesel from soybeans is 48 gallons per acre and 151 gallons per acre
for castor beans. The average annual price for soybeans 2003—2015 varied from $6 per
bushel to $14 per bushel. Assuming that the cost for transforming soybean and castor oil
to biodiesel is the same, how much can you afford to pay for a bushel of castor beans to
be competitive with soybeans during this period of time? Draw a chart using XY Scatter
showing the relationship.
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Problem 3.9b

The national average yield of soybeans in the US is 40 bushels per acre and castor
30 bushels per acre in Brazil. Both are planted annually; how does this difference in yield
affect the relative cost of growing castor beans versus soybeans?

Problem 3.9c

A ton of castor oil is estimated to cost $400 per ton in Brazil and soybean oil $160 per ton.
The cost of castor oil does not change as it is inedible. But while soybean oil can be pro-
duced at $160 per ton, it is also sold for food. The relevant cost comparison is $400 per ton
for castor oil versus the price of soybean oil in dollars per ton. A bushel of soybeans weighs
60 pounds and a bushel of castor beans 46 pounds. What price can be obtained from soy-
beans in dollars per ton when its price varied from $6 per bushel to $14 per bushel? What
is the breakeven soybean oil price in dollars per ton with the fixed price of $400 per ton
for castor beans in Brazil? This assessment presumes that the outputs of biodiesel from a
ton of soybean oil and a ton of castor oil are the same, which should be checked.

Problem 3.10

Indonesia produces about 31 million tons and Malaysia 19 million tons of palm oil, and
all, or nearly all, are being consumed as vegetable oil. Let us suppose that another 50
million tons of palm oil is in the form of planted, but not yet mature, oil palm plantations
throughout all of Southeast Asia and that this will be converted to biodiesel. Assuming
7 pounds weight for a gallon of palm oil, what would be the gallons per year and then
the barrels per day output of 50 million tons of palm oil? If all 50 million tons were
converted to biodiesel, which may not be possible from environmental objections, how
many standard sized 250,000 Bpd refineries is this equivalent to if a refinery’s product
slate is 25 percent petrodiesel? Assuming an output of 600 gallons of palm oil per acre,
how many acres does 50 million tons of palm oil represent? Put in a 25 percent factor for
nonagricultural activities; how many DC equivalents does this represent?

Problem 3.11

The best biofuel output is algae, which is estimated to be able to produce up to 10,000
gallons of oil per acre of open pond. This could be converted to biodiesel with the
starch residue converted to bioethanol. Assuming this is true and working off 10,000
gallons per acre, assuming that 80 percent of the output of a 250,000 Bpd refinery
is petrofuels, plus a 25 percent factor for nonproductive activities associated with an
algae plantation, how many DC equivalents of ponds would be needed to substitute
for the refinery?

Thought Question

It was mentioned at the beginning of this chapter that “Biomass will never replace fos-
sil fuels, other than on the margin, nor is there any hope that we can return to a world
where biomass played a significant role in satisfying society’s energy needs.” Do you agree
with this statement, and if so, why?
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4 Coal

See the Companion Website for sections on First Energy Crisis and the Origin and
History of Coal: www.routledge.com/cw/nersesian.

Coal suffers from an incredibly bad image. It has few advocates other than the hundreds
of thousands whose livelihoods depend on mining and burning coal by the trainload for
generating electricity. No one strikes it rich in coal; that metaphor is reserved for oil.
For some, coal brings back an image of a young man with healthy lungs who goes in
hock to buy a set of tools and quits decades later with an aged body and black lung still
in hock to the company store. That might be one of the better images. Another would
be the mangled bodies caught in mine mishaps or trapped by cave-ins awaiting their fate
in pitch blackness. Still another would be youngsters harnessed to sleds dragging coal up
narrow underground passageways on their hands and knees like pack animals, or strad-
dling precariously above fast-moving conveyor belts of coal picking out rocks. For still
others, the image of coal is as a pollutant of the first order that has to be eliminated under
any or all circumstances. Nothing short of unconditional surrender can appease these
environmental militants.

Yet at the same time, this biomass fuel from ages past is irreplaceable and absolutely
essential to ensure that the lights go on when we flick the switch. Figure 4.1 shows the
consumption of coal in million tons of oil equivalent (mmtoe) since 1965 and its percent-
age share of satisfying global energy demand.

In the last half century, consumption of coal has increased 280 percent, but its share of
the energy pie declined from 37 percent in 1965 to 25-27 percent from 1990 to 2004.
Since then its share has increased to 30 percent. Annual growth in coal consumption
was 1.6 percent from 1965 to 2002 and then increased to 4.7 percent until 2011 when
it slowed to 0.9 percent. Its relatively rapid growth from 2002 to 2011 and its increasing
share of the energy pie is primarily caused by the economic development and industri-
alization of China and to a lesser degree India. Global consumption of 3,880 mmtoe of
coal is equivalent to 8,165 million short tons of mined coal, with 2.1 short tons of coal
having the same energy equivalence as a metric ton of oil.! While the world is consuming
more coal, there has been a 14 percent decline in US consumption since 2010 as a result
of the Obama administration’s war on coal. Some of the decline was pure economics
where substitution of low-cost natural gas from fracking generated lower cost electricity.


http://www.routledge.com/cw/nersesian
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Figure 4.1 Global Coal Consumption (mmtoe) and Percentage Share

Part of the switch to natural gas and renewables was to avoid costly regulatory burdens
being placed on coal-fired utilities by the EPA. Coal may be on the defensive in the US
and elsewhere, but it is not enough to curb its growth on a global scale. Figure 4.2 shows
the largest consumers of coal.

China consumes half of global coal despite herculean efforts to diversify energy
sources to natural gas, nuclear, hydro, solar, and wind. The US and Europe,
including the Former Soviet Union, each consumes 12 percent of global coal,
with India, Japan, and S. Korea being significant coal consumers. Individual
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Figure 4.2 Percent Share of World Coal Consumption by Nation (2014)
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Figure 4.3 Nations Most Dependent on Coal to Satisfy Energy Needs (2014)

nations having a high dependence on coal to satisty their total energy needs are
shown in Figure 4.3.

Coal satisties 30 percent of global energy demand. South Africa depends on coal for
71 percent of its energy needs and China for 66 percent. Other coal dominated nations
are Kazakhstan, India, and Poland. China is making some progress in reducing the role
of coal when, in 2000, coal made up 70 percent of total energy demand. However, total
energy demand in China has grown so rapidly that coal consumption nearly tripled in
the interim. Sixty-five percent of coal production is consumed in generating electricity,
15 percent in steel production, most of the remainder in powering industries, and the rest
in heating buildings, feedstock for coal-to-liquid plants, and other uses.” Interestingly,
Israel is dependent on coal for 28 percent of its total energy. Figure 4.4 shows nations
with the highest dependence on coal for generating electricity.’

On a global basis, coal supplies 41 percent of the energy required to generate electric-
ity. But South Africa obtains 93 percent, Poland 87 percent, and China 79 percent of
their electricity from coal. Australia and Kazakhstan as coal producing nations are heavily
dependent on coal to generate electricity. Israel obtains 58 percent of its electricity from
coal. Israel, a small nation to be sure, is much more dependent on coal than many other
nations including the US, yet it has no coal reserves! Figures 4.3 and 4.4 show that,
despite rhetoric to the contrary, the US is not overly dependent on coal for electricity
generation nor as a source of energy. Whereas coal is primarily consumed in electricity
generation and steel production in the West, Asia also relies on coal as an industrial fuel,
plus burning coal in homes, along with biomass, for heating and cooking. Thus, coal
plays a more pervasive role in the economic life in the East than in the West.

During 2002-2011 when coal was growing 4.7 percent annually, global energy growth
net of coal was 2.0 percent. Since 2011, growth in coal consumption has been much
closer to growth in overall energy consumption. Between 2013 and 2014, world coal
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consumption grew by only 14 mmtoe compared to 166 mmtoe between 2011 and 2012,
of which nearly all was additional consumption in China. Between 2013 and 2014,
China’s coal consumption flatlined, with India consuming 36 mmtoe more than in 2013,
exceeding aggregate world growth of only 15 mmtoe. Declines in coal consumption
were registered in a number of nations such as the US, Brazil, Chile, and Peru in the
Western Hemisphere, and Europe had double-digit declines in Denmark, France, the UK,
Ukraine, and Kazakhstan. Even so, on a historical basis, coal consumption over the last
50 years has grown 2.8 times, with a stunning expansion of 17 times for China and
S. Korea, 13 times for Taiwan, and 10 times for India. Another view on the future poten-
tial for coal is that there are 2,300 coal-fired generating plants in the world with 620
located in China. However, there may be several coal-fired generating units within a
single plant; counting these, there are about 7,000 coal-fired generating units in the world.*
In 2012, there were 1,200 proposed coal plants in the global pipeline (mostly China and
India) that, if built, will supply 1,400 gW of electricity capacity. As a point of comparison,
the entire US power grid in 2011 was 1,050 gW for all sources of energy.> Another indica-
tion of the future role of coal is anticipated growth by 60 percent in coal-fired generating
capacity between 2010 and 2035.¢ Nearly all this expansion will take place in China and
India. These figures virtually guarantee long-term demand for coal for decades to come.

For the EU, coal’s role is anticipated to remain unchanged in absolute terms, but
decline in relative terms to aggregate energy demand. For the US, the prognosis for coal’s
decline is considered temporary before steadying out at a level determined by the num-
ber of surviving coal-fired plants. However, a great deal of uncertainty is associated with
the nature of “temporary.” In August 2013, EPA issued a proposed ruling that new coal
plants will be required to emit less than 1,100 pounds of carbon dioxide per megawatt-
hour and, after some time to allow for suitable adjustments, average between 1,000 and
1,050 pounds over an 84-month operating period. As a point of reference, the average
US coal plant emits 1,768 pounds of carbon dioxide per megawatt-hour versus natural
gas plants at 800-850 pounds per megawatt-hour.’
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Clearly a line has been drawn in the sand. On one side are the coal detractors led by
EPA that want to minimize, if not eliminate, the role of coal in electricity generation.
On the other are coal supporters that consider coal the backbone of the nation’s energy
infrastructure. Spokespeople for the coal industry reacted strongly, pointing out that the
most efficient and environmentally advanced technologies proven to be workable cannot
comply with the proposed ruling. Thus, the proposed ruling would essentially eliminate
new coal-fired power plants unless a utility wants to gamble on an unproven technol-
ogy. Since utilities would be averse to spending billions to develop a new technology
that may miss the EPA mark, the proposed ruling would inhibit further corporate-
sponsored development of clean coal technology.® A yet-to-be-published EPA ruling
will provide guidance on carbon dioxide emissions for existing plants. Critics were
quick to predict the potential closure of between 200 and 300 plants in the US plant
inventory of 500 equivalent sized 500 mW coal-fired plants, whose average age, by the
way, is 35 years.” Retiring upwards of half coal-fired electricity capacity has the poten-
tial of severely disrupting the economy. Many older and more polluting plants have
already been culled, most victims of low-cost natural gas and potential cost of meeting
government regulations. As of mid-2015, final rulings for both new and existing plants
have not yet been issued.!’ Thus, there is a real question as to where US coal consump-
tion will level out depending on how many coal plants survive the final version of EPA
guidelines. Substitute and incremental growth in electricity demand will be primarily
satisfied by natural gas and renewables, with little contribution from nuclear and hydro.

Even with a partial phase out of coal-fired electricity generation in the US, on a
global scale coal 1s expected to continue increasing in absolute, but not in relative, terms.
Nothing can be done to avert this inevitability unless China and, to a lesser extent, India
and other Southeast Asian nations curb their voracious appetites for energy and invest
heavily in non-coal energy sources. To be fair, China is investing heavily in non-coal
energy sources, but this may be a case of too little too late. China had been building
an equivalent of two 500 mW coal-fired plants per week for a number of years,
adding more coal-fired plant capacity in 1 year than electricity generating capacity in
the UK. However, leveling off of coal consumption in 2014 indicates that this feverish
building of coal plants has subsided. Reflecting this, growth in volume of carbon emis-
sions ceased in 2014 in relation to emissions in 2013 as a result of stabilization in fossil
fuel consumption and growth in renewables."" Unfortunately, most coal-fired plants
built in China and India and elsewhere in Southeast Asia lack all but the most elemen-
tal pollution control equipment. Retrofitting existing plants with pollution controls
is far more expensive than incorporating these features when the plants were initially
designed and built. But air pollution in China has long reached such hazardous levels
that an active program to retrofit existing plants with pollution control equipment
has belatedly begun. China is embarking on several broad fronts to cut air pollution.'?
Whether fitted with pollution controls or not, the existence of so many coal-fired plants
assures a market for coal for decades.

Types of Coal

Aside from peat, a precursor to coal, there are four types of coal. The lowest quality coal
is lignite, a geologically young, soft, brownish-black coal, some of which retains the tex-
ture of the original wood. Of all coals, it has the lowest carbon content, 25-35 percent,
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and the lowest heat content, 4,000-8,300 Btu per pound. Lignite is burned to generate
electricity even though it has a low heat content and emits more pollution than other
coals. Lignite is strip-mined in Germany, Poland, and the Czech Republic.

Lignite coal is plentiful and cheap in Germany, although more polluting than
other forms of coal. Lignite was brought into the energy picture as a consequence of
Germany retiring its nuclear reactor plants in the wake of the Fukushima tragedy. In
2015 Germany announced its intention to phase out half of its lignite-fired generat-
ing plants (13 percent of its electricity generating plant capacity). The worst polluting
lignite-fired generating plants will be placed into reserve status in 2017 for operation
only when absolutely needed, with the intention of phasing out these units by 2021.
In 2014 lignite provided 25.4 percent of power, hard coal 18 percent, and renewables
26.2 percent."” Lignite provides low-cost electricity, as seen in Figure 4.5, and counters
high-cost sources of electricity that drive away value creating investments and jobs.'*

Clearly lignite provides the lowest cost of electricity. The cost premium associated
with green energy is still high in comparison to fossil fuels, although marked progress
has been made in lowering costs for electricity generated from solar and wind. Onshore
wind is now cost-competitive with coal, and utility sized photovoltaic (solar) energy is
cost-competitive with natural gas. Lignite also enhances energy independence by reduc-
ing the need for Russian natural gas imports. Obviously Germany is striving for a balance
between low-cost electricity from lignite to support its economy and high-cost green
electricity to protect its environment while reducing the geopolitical risk associated with
Russian gas imports.

The next step up is sub-bituminous coal, a dull black coal with a carbon content of
35—45 percent and heat content 8,300—13,000 Btu per pound. Both lignite and sub-
bituminous coals, known as soft coals, are thermal coals for generating electricity. Some
sub-bituminous coals have lower sulfur content than bituminous coal, an environmental
advantage. Next are the hard coals: bituminous and anthracite. Bituminous is superior to
soft coal in terms of carbon content, 45-86 percent, and energy content, 10,500-15,500
Btu per pound. Bituminous coal is the most plentiful form of coal in the US and is mostly
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burned as thermal coal to generate electricity. However, if the coal has the right physical
properties, it is used as coking or metallurgical coal for steel production. Thermal and
metallurgical coals are two distinct markets. It is possible for a large bulk carrier to move
thermal coal from Australia to Europe with the vessel returning with a cargo of metal-
lurgical coal from the US or South Africa to Japan. Anthracite coal has the highest carbon
content, 86—98 percent, and a heat content of nearly 15,000 Btu per pound. Anthracite
coal was closely associated with home heating because it burned nearly smokeless. As
desirable as anthracite is, anthracite coal is scarce. In the US, anthracite coal is found in
only 11 counties in northeastern Pennsylvania and its reserves are largely exhausted.

Coal Mining

Coal mines have historically been subterranean where accidents and black lung have
taken their toll. Mining coal in the twenty-first century is an activity carried out differ-
ently than in the past. In developed nations, no gangs of men swing pickaxes to remove
the over- and underburden of rock to gain access to the coal, then again to chip out the
coal. No gangs of men shovel rock or coal into small wagons or carts for the trip to the
surface. Now the most popular way of removing coal is continuous mining machines
with large, rotating, drum-shaped cutting heads studded with carbide-tipped teeth that
rip into a seam of coal. Large gathering arms scoop the coal directly into a built-in con-
veyor for loading into shuttle cars or a conveyor for the trip to the surface. Continuous
cutters ripping and grinding their way through coal seams can do in minutes what gangs
of miners with pickaxes and shovels took days to accomplish.

Another popular method for removing coal is a machine resembling an oversized
chain saw that cuts out a section of coal to allow for expansion in preparation for blast-
ing. Holes are then drilled for explosives that blast large chunks of coal loose from the
seam. Loaders scoop coal into conveyors that fill shuttle cars to haul coal out of the shaft.
For both methods of mining, long rods or roof bolts are driven into the roof of a mine
to bind layers of weak strata into a single layer strong enough to support its own weight.
If necessary, braces are used for additional support. Wood is favored because it makes a
sharp cracking sound if the roof begins to weaken.

An increasingly popular and efficient means of mining introduced into the US from
Europe in the 1950s is longwall mining, where a rotating shear moves back and forth in a
continuous, smooth motion for several hundred feet across the face or wall of a coal seam.
The cut coal drops into a conveyor and is removed from the mine. Some of the rock
on top of the coal also collapses, which is removed either in the mine and piled where
coal has been removed or is removed at the surface. Main supports for rooms created
by longwall mining are pillars of solid coal, which are last to be mined before a mine is
abandoned. An associated environmental problem in abandoning underground mines of
all types is that they may eventually fill with water that can range from being nearly fit for
drinking to containing dangerously high concentrations of acids and metallic compounds.
Abandoned mine water may end up contaminating ground and drinking water. No big
surprise that it is difficult to identify the responsible party once an abandoned mine poses
a public health risk.

Regardless of type of mining technology, mine shafts for transporting miners and coal
either slope down to coal seams that are not too deeply located in the earth or are verti-
cal to reach coal seams more than 2,000 feet beneath the surface. Huge ventilation fans
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on the surface pump air through the mineshafts to reduce coal dust in the air, prevent
accumulation of dangerous gases, and ensure a fresh supply of air for miners. In recent
decades, surface mining has gained prominence over subterranean mining. In the west-
ern part of the US, 75 percent of coal is obtained from surface mines with coal deposits
up to 100 feet thick. Surface mining also occurs in Appalachia. Surface mines produce
60 percent of the coal mined in the US, while the remaining 40 percent comes from
underground coal mines primarily in Appalachia. Although there are large open-pit
mines in other parts of the world, such as Australia, Indonesia, and Colombia, globally
speaking, about two-thirds of coal comes from underground mines.

After mining, coal is processed to ensure a uniform size and washed to reduce its ash
and sulfur content. Washing consists of floating coal across a tank of water containing
magnetite for the correct specific gravity. Heavier rock and other impurities sink to the
bottom and are removed as waste. Washing reduces ash and pyretic sulfur-iron com-
pounds clinging to the surface of coal, but not sulfur chemically bonded within the coal.
‘Washing can reduce carbon dioxide emissions by up to 5 percent. Magnetite clinging
to the coal after washing is separated with a spray of water and recycled. In some cases,
chemicals such as 4-methylcyclohexane methanol are added to create a frothy, heavy
consistency that enhances the washing process. This chemical escaped from a storage
tank in West Virginia in January 2014, affecting water supplies to 300,000 people in nine
counties and sending hundreds to hospitals.'®

After treatment at the mine, coal is then shipped by rail or barge to power plants,
although a few utility plants are located at the mouths of mines. Most coal is loaded on
barges and railroad cars for transport to electricity generating plants or export ports. Some
power plants run oft a single source of coal, while others buy various grades of coal that
are mixed together before burning in order to obtain optimal results in heat generation,
pollution emissions, and cost control. In the US, about 60 percent of the coal mined is
moved by railroad to consuming utilities, often in unit trains of a hundred coal cars, each
holding 100 tons of coal, or 10,000 tons of coal in a single trainload. Coal is unloaded by
opening hoppers in the bottom of coal cars to drop the coal onto a conveyor belt below
the rails. At some export terminals, a rotating mechanism empties 100 tons of coal by
turning coal cars upside down as though they were toys. Coal is still a major revenue
generator for railroads around the world. Steam locomotives have not been entirely rel-
egated to the dustbin of history; they can be found hauling coal in China, India, and
South Africa. Coal in the US not moved by rail is primarily moved by barge on 25,000
miles of inland waterways. One unconventional way to move coal is to pipeline pulver-
ized coal mixed with water as a slurry from a coal mine to a power station, where water
is then decanted.

Coal mining operations are highly regulated in the developed world. In the US, a
company must comply with hundreds of laws and thousands of regulations, many of
which have to do with the health and safety of the miners and impact of coal mining
on the environment. Legal hurdles may require 10 years before a new mine can be
developed. A mining company must provide detailed information about how coal will
be mined, precautions taken to protect the health and safety of the miners, and the
mine’s impact on the environment. For surface mining, the original condition of the
land must be carefully documented to ensure that reclamation requirements have been
successfully fulfilled. Other legal requirements cover archeological and historical pres-
ervation, protection and conservation of endangered species, and special provisions
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to protect fish and wildlife, forest and rangeland, wild and scenic river views, water
purity, and noise abatement.

In surface or strip mining, specially designed draglines, wheel excavators, and large
shovels strip the overburden to expose the coal seam, which can cover the entire top
of an Appalachian mountain. Overburden is normally dumped into the adjacent valley,
appropriately dubbed “valley fill.” Draglines extract coal from seams, and huge mechanical
shovels, or draglines themselves, load coal into specially designed trucks capable of car-
rying from one hundred to several hundred tons of coal. The trucks carry coal either for
pretreatment or directly to awaiting railroad cars or barges. Sometimes conveyor belts
run from the surface mine to load river barges. Large truckloads fit for road traffic are
used if shipping is to a nearby coal burning utility.'® Surface mining has lower operating
and capital costs and provides a safer and healthier environment for the workers than
underground mining."” After coal is removed, overburden is replaced and replanted with
plant life to restore land as closely as possible to its original state. Reclaimed land can be
transformed into farmland, recreational areas, or residential or commercial development,
as permitted by regulators.

Critics of surface mining point out the damage done to the landscape when overbur-
den removed from the top of a mountain is dumped into an adjacent valley. In addition to
the destruction of the landscape and vegetation, valley fills form dams, creating contami-
nated ponds of acid runoft from sulfur-bearing rocks and heavy metals such as copper,
lead, mercury, and arsenic exposed by stripping oft the mountain top. They also object
to the dust and noise of strip mining operations and “fly-rocks” raining down on those
unfortunately residing nearby. The scars of surface mining are clearly seen from the air.
Residents in West Virginia are split between those who support the economic benefits
of surface coal mining and those who want to transform West Virginia into a recreational
destination for tourists.'®

Critics point to examples of land reclamation after the coal has been removed that
hardly qualifies for that term. Much of this lies with fly-by-night companies that fold
without meeting their light-of-day responsibilities. Of course the record also shows that
there are large established companies mindful of their legal obligations to restore the
landscape and protect the environment. There are instances of reclamation carried out so
effectively that, with the passage of time, there is no apparent evidence that strip mining
had ever taken place.” Aside from corporate ethics, there are sound business reasons for
being a responsible corporate citizen such as the desire to remain in business for decades
to come. For these companies, extra costs in protecting the health and safety of miners
and safeguarding the environment generate huge payofts by allowing them to remain
in business over the long haul. Private ownership is a right granted by governments on
the basis that conduct of business is better handled by businesspeople than government
bureaucrats. If in reality, or if in the perception of the electorate, the supposed benefits
of private ownership are not forthcoming, then private ownership itself is in jeopardy.

While critics of coal extraction in developed nations abound, developing nations,
most notably China, seem to exist on another planet. Few critics in the West acknowl-
edge the situation in China where coal mining, particularly in tens of thousands of
small mines, violates elemental concerns over the health and safety of workers and the
environment. Whereas employment of coal miners in much of the world has changed
drastically as machines replaced labor, most of the world’s coal miners today are in
China, where picks and shovels are the dominant coal mining technique. No one seems
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to care about the thousands of killed or maimed workers or the spontaneous combustion
of coal mining residues that burn on forever, or about drinking water and agricultural
lands permanently contaminated with poisonous metal compounds. Not only is China’s
coal mining productivity lowest in the world from lack of mechanization, but China
also has the highest death and injury rates with 7.29 deaths per million tons of coal
mined. As a counterpoint, in the US, there are 0.04 deaths per million tons mined, 0.47
deaths in India, and 0.23 deaths in Poland.” Interestingly, the death rate in India, though
ten times that of the US, is only a small fraction of that in China despite pick and shovel
being the prevailing mode of coal mining. There are nearly as many daily fatalities in
Chinese mines as annually in US mines.

Most casualties in China are associated with small mines employing women and chil-
dren, not large state-owned mines. Methane explosions from lack of proper ventilation
and gas monitoring are responsible for half the deaths. These figures reflect mine mis-
haps, not deaths from health impairment from mining. A nonfatal occupational risk for
miners and for many industrial workers throughout the world is loss of hearing. Loss
of hearing from noisy machinery in close quarters to workers occurs slowly and often
without their awareness. With regard to fatal occupational risks, the most common 1is
a miners’ disease, pneumoconiosis, commonly known as black lung, from long-term
exposure to coal dust. Black lung has dropped precipitously for mines with ample ven-
tilation, but still remains a problem in China and other nations where relatively little
is invested in protecting workers” health. China’s terrible record in protecting miners
extends to end users. Drying chilies with coal contaminated with arsenic was responsi-
ble for thousands of cases of arsenic poisoning.?! Drying corn with coal contaminated
with fluorine caused millions to suffer from dental and skeletal fluorosis.> The workers’
paradise that communism espouses is far from standards on worker health and safety
established in capitalist societies.

Coal in the Twenty-First Century

Coal’s retreat in relative standing among other energy sources ended in 2000. Coal is here
to stay and is gaining ground in absolute and relative terms. Despite criticisms leveled
against coal, it does have virtues that cannot be ignored, such as being:

abundant—frequently reserves are measured in hundreds of years;
secure—in that coal is available in sufficient quantities without the need for large-
scale imports for most coal consuming nations;
safe (does not explode like natural gas, but of course mine safety is an issue);
nonpolluting of water resources as oil spills (although there are other adverse envi-
ronmental consequences of mining and burning coal);

e cost-effective—Dby far the lowest cost source of energy (other than in the US where
natural gas in recent years is lower in cost).

Figure 4.6 shows the world’s largest consumers and producers of coal in 2014 in terms of
mmtoe. China is the world’s largest consumer and producer of coal and both exports and
imports coal. China suffers from a poorly developed internal logistics system. Movement
from inland distributions to coastline population centers relies on China’s river systems
and railroads. Movement of goods and commodities along China’s long coastline, where
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many of its principal population centers are located, is mainly by water rather than by
land, although China is in the midst of major expansion of its logistics infrastructure. As
a substitute for moving commodities along its coastline, China selectively exports and
imports. Thermal coal to utilities located on its southern and central coastal region is
imported from Australia and Indonesia and thermal coal is exported from its northern
region to neighboring North and South Korea and Japan. This reduces the need to trans-
port coal inland and along coastal waterways from north to south China. While China
is a major producer of coal, it is now an important importer of coking and metallurgical
coal to support its steel production. The difterence between production and consumption
in Figure 4.6 for China is its net imports of both coking and thermal coals. In terms of
coking coals, China was the largest importer at 77 million tons in 2013 followed by Japan
at 54 million tons and India at 38 million tons. The world’s largest exporters of coking
coal in 2013 were Australia at 154 million tons, the US at 60 million tons, and Canada
at 33 million tons.

The relative importance of China in relation to the US along with Canada as consumers
and producers of coal can be seen by the huge step down. China is by far the largest player
in the coal market. As seen by the difference between production and consumption, the
US and Canada are large exporters, whereas India is a significant importer on the scale of
China for both coking and thermal coals. Coal exports from Russia and Ukraine satisfy
nearby import demand for Germany and other European nations. Clearly Indonesia and
Australia stand out as major world exporters of coal followed distantly by South Africa
and Colombia. Japan, South Korea, and Taiwan are entirely dependent on coal imports.
The largest steam and coking coal importers in 2013 were China (327 million tons), Japan
(196 million tons), India (180 million tons), South Korea (126 million tons), Taiwan (68
million tons), Germany (51 million tons), and the UK (50 million tons). The largest steam
and coking coal exporters in 2013 were Indonesia (426 million tons), Australia (336 mil-
lion tons), Russia (147 million tons), the United States (107 million tons), Colombia (74
million tons), South Africa (72 million tons), and Canada (37 million tons). Japan, South
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Korea, and Taiwan view coal as a means of reducing their reliance on Middle East oil.
The UK, once the world’s largest exporter of coal, now imports a large share of its coal
needs. Both the UK and Germany have phased out large subsidies paid to keep their costly
domestic coal mines economically alive in favor of far cheaper imports.

South Africa has abundant coal resources and limited oil resources. In the past, oil
exporting nations were reluctant to trade with South Africa because of its apartheid
policies. As a consequence, South Africa became a world leader in producing petroleum
products (synthetic fuels) and chemicals from coal. The Fischer-Tropsch process, dating
back to the 1920s, transforms low quality coal to high grade petroleum fuels plus other
products.”® The Nazis relied on this technology to make gasoline from their plenteous
supplies of coal during the Second World War to compensate for not having indigenous
oil resources to run its war machine. These plants were the highest priority targets dur-
ing the Allied bombing of Nazi Germany. South African synthetic fuel plants have been
producing 160,000 barrels per day of a mix of about 20-30 percent naphtha and 70-80
percent diesel, kerosene, and fuel oil since 1955. About 0.4 tons of coal are consumed for
every barrel of oil produced with an overall energy efficiency of 40 percent (60 percent of
the energy content of coal is consumed either in transforming coal to liquids or as waste
heat). Coal is first gasified to yield a mixture of hydrogen and carbon monoxide, which,
when passed through iron or cobalt catalysts, is transformed into methane, synthetic
naphtha, gasoline or diesel fuel, waxes, and alcohols, with water and carbon dioxide as
byproducts. Synthetic fuels from coal are higher in quality than those made from oil. For
instance, diesel fuel made by the Fischer-Tropsch process has reduced nitrous oxides,
hydrocarbons, and carbon monoxide emissions with little or no particulate emissions
compared to petrodiesel.* However, the Fischer-Tropsch process is a large emitter of
carbon dioxide as a waste product.

China has built coal-to-liquid plants in Inner Mongolia to take advantage of newly
discovered coal deposits. One major plant, Shenhua Group, can annually convert
4.1 million metric tons of coal into 1.1 million metric tons (6.9 million barrels) of diesel
tuel for China’s growing fleet of heavy duty vehicles. More of these plants were intended
to be built, but coal-to-liquid plants are also heavy consumers of water. It takes 10 to 12
cubic meters (2,641-3,170 gallons) of water to produce a metric ton (6.3 barrels) of fuel
at the Shenhua plant. Water of this volume is in short supply in Inner Mongolia. The
future of coal-to-liquid plants was placed on hold until the coal-to-liquid process was
reengineered to cut water consumption at least by half.?

But in 2015, China’s coal conversion projects are proceeding ahead with at least 16
coal-to-liquid plants already built or under construction or in an advanced planning stage.
Their cumulative production capacity is over 22 million tons of oil products, equivalent
to about 450,000 barrels per day. While water is still a consideration and every effort is
being made to recycle water to cut usage, a major drag in 2015 on coal-to-liquid plants is
that $70 per barrel oil is not sufficient to economically justify investments in these plants.?

Coal Reserves

Unlike oil, where the world’s total proven reserves divided by current consumption is
53 years, over a century (110 years) would be required for current coal consumption to
eat away at proven reserves. The reserve to production (R/P) ratio has to be handled
gingerly as reserves are made up of known reserves plus estimates of probable reserves.
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‘We have a knack for discovering new reserves not included in past R/P ratios (Theodore
Roosevelt estimated that oil reserves would be exhausted in 20 years, given consumption
and known reserves in the 1910s). Thus there is a tendency to underestimate reserves.
R/P ratios are also based on current, not future, consumption and to that extent over-
estimate the life of reserves. Unlike oil, there is no active ongoing search for new coal
reserves other than Mongolia, which means that coal reserves could be substantially
upgraded if searching for new reserves became more of an economic imperative.

The US has the world’s largest reserves of coal of 237 billion tons with an R/P ratio
of 262 years, meaning that it would take 262 years of present consumption to exhaust
reserves. The R/P ratio will grow accordingly if coal consumption continues to drop.
Russia has 157 billion tons with an R/P ratio of 441 years. Other nations with enor-
mous longevity of coal reserves as measured by R/P ratios are Kazakhstan at 309 years,
Germany 218 years, Australia 155 years, and India 94 years. A few nations have compa-
rable R/P ratios but their reserves are small and essentially untapped. Clearly, enormous
coal reserves enhance a nation’s view of its energy self-sufficiency.

The nation that started the Industrial Revolution with the world’s largest supply of
known coal reserves, the UK, has surprisingly low reserves and an R/P ratio of 20 years.
The UK has essentially exhausted its coal reserves. This, along with scant anthracite reserves
in the US, shows that natural resources can be exhausted. The world’s largest consumer of
coal, China, has reserves of 115 billion tons with an R/P ratio of only 30 years. The R/P
ratio for China is dropping as its annual consumption is increasing at a faster pace than
growth in its coal reserves. In this light, one can see why new coal discoveries in Mongolia
are going to figure large as a potential supplier to China. Figure 4.7 illustrates the size of
coal reserves and how long they can last at the present rate of consumption.

Reserves are listed as either hard coals (anthracite and bituminous) or soft coals
(sub-bituminous and lignite). Premium bituminous coals for making coking coal for
steel production are found in Australia, the US, Canada, and South Africa. Significant
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portions of reserves in Russia, Ukraine, and China are soft coals, generally perceived to
be greater pollutants than hard coals. But there are exceptions. India has only hard coal,
but of poor quality in terms of heat, ash, and sulfur content.

Coal Prices

Coal has another very important virtue: low cost with a stable price in comparison to oil
and natural gas, shown in Figure 4.8.7

A picture is worth a thousand words. Since the oil crisis of 1973, coal prices have been
much lower than oil on an equivalent energy basis and, generally speaking with some
exceptions, lower than natural gas and more stable. Since 2008, however, natural gas
prices have been lower than coal. But a picture does not include everything. What cannot
be seen 1s that coal is a reliable domestic source of energy not subject to the whims of oil
potentates. Whereas coal has been close to or below the price of natural gas throughout
much of the time since 1960, a major change has occurred in the price of natural gas in
recent years. Success in fracking has sharply lowered the price of natural gas by increasing
its availability, playing havoc with the economics for building large coal plants as well
as undermining the economics for nuclear and renewable power. Low natural gas prices
have been an inducement, along with tougher regulations, for utilities to switch from coal
to natural gas. Less demand lowered coal’s domestic price, which, in 2013, resulted in an
increase in US coal exports. While one might guess that China would be a likely buyer,
the actual buyers were the UK and Germany, where low-priced US coal was too attrac-
tive to ignore when faced with high-priced Russian natural gas.

However, the fall-off in coal consumption in the UK and Germany in 2014 may have
taken their toll on US coal exports, but the fall-off may have merely switched the des-
tinations of coal exports from Europe to elsewhere. International trade is very complex
and quickly responds to changes in underlying conditions. While the US is a traditional
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coal exporter, in 2014 it imported coal from Russia. This is not a “coal to Newcastle”
phenomenon, as low-level US imports compared to exports have a longstanding history.
Colombia and Indonesia are traditional providers of imported coal. What is different is
the expectation of increasing volume from Russia. Coal receiving terminals for Russian
coal were Tampa (Florida) and Boston, which served nearby utilities. The rationale for
importing coal rather than depending on domestic sources was increasing demand for
generating electricity coupled with declining coal stockpiles. Bottlenecking problems
with US railroads moving large quantities of shale oil and ethanol became an obstacle for
replenishing coal stockpiles in a timely fashion. There was also an economic incentive
to purchase Russian coal with its higher heat and lower sulfur content, and lower price,
than US coal. Russia became a more aggressive coal exporter partly in response to lower
natural gas shipments to Europe.?

The price of coal in China and India is low, reflecting low mining costs from lack of
investment in mechanization, near-slave wages for miners with little regard for personal
safeguards for their health and safety, and little in the way of environmental safeguards to
protect the population from pollution. This heavy reliance on low cost coal affects their
competitive position in world trade since cost of energy is an element in the price of
exported goods. On the surface, India is in a better position than China because it is less
dependent on coal. From another perspective, India is in a worse position than China.
China has an enormous trade surplus supporting the development of alternative sources
of energy to coal (natural gas, hydro and nuclear, and renewables). India suffers from a
negative trade balance and is less able to finance the development of alternative energy
sources or import cleaner burning but more expensive natural gas. It is possible to import
clean energy if energy providers are willing to accept rupees rather than dollars (one lig-
uefied natural gas import scheme calls for rupee payments). But this is a rare occurrence,
as the rupee has a long history of losing value faster than other currencies. Thus greater
coal consumption may be the primary solution to India’s growing energy needs. Until
there is a slowing of their economic locomotives as has occurred in China, coal consump-
tion in India and other parts of Asia will continue to expand both in volume and possibly
in share of the energy pie.

Case against Coal

The case against coal can be put simply in one word—pollution. Pollution from lower
grade coals, whether soft or hard, is greater than higher grade coals in terms of the quanti-
ties of ash and nitrous and sulfur oxides released during combustion. A greater quantity of
lower grade coals has to be burned for the same release of energy. Plant thermal efficiency
also plays a major role in determining the quantity of coal that must be burned; the lower
the efficiency, the more coal has to be burned for the same generated output. Nitrous
oxides once in the atmosphere contribute to smog, and sulfur oxide droplets collect on
the upper surfaces of clouds, enhancing their reflectivity. This reduces the amount of
sunshine reaching the Earth and, paradoxically, is a counter-pollution measure to car-
bon dioxide that reduces the amount of heat escaping from the atmosphere. Eventually
sulfur and nitrous oxides return to Earth as acid rain, which harms plant and marine life
and erodes stone buildings and statues. Mercury, arsenic, cadmium, selenium, and other
heavy metals are also released when coal is burned. Surface mining destroys the landscape
and, along with abandoned underground mines, affects water supplies.
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Abandoned coal mines can catch fire and burn underground. Once on fire, there is
little that can be done to stop coal mine fires other than entering the mine with earth-
moving equipment and removing the coal feeding the fire, a hazardous undertaking by
any measure. In 1962, burning trash near the mouth of an abandoned mine near Centralia,
Pennsylvania, started an underground fire that has been spreading ever since despite several
attempts to extinguish it. Fire is burning 300 feet beneath the surface, giving oft enough
heat to threaten the cremation of bodies buried in the local cemetery. There is also venting
of poisonous gases and the opening up of holes large enough to swallow automobiles. It is
thought that the fire will continue for another 250 years encompassing 3,700 acres before
it runs out of fuel. Centralia has been largely abandoned except for a few diehards.”

Coal fires are not all the fault of men. Lightning igniting brush fires can cause the spon-
taneous combustion of coal exposed to the atmosphere. Burning Mountain in Australia
has been on fire for an estimated 6,000 years. Most of the thousands of coal mine fires
that threaten towns and roads, poison air and soil, and worsen carbon emissions are, how-
ever, inadvertently started by man. The estimate of coal burned each year in mine fires
in China varies between 20 and 200 million tons per year; the high-end estimate being
an appreciable fraction of China’s total coal consumption. India has 68 underground coal
fires burning beneath a 58 square mile region of Jhairia coalfield near Dhanbad spewing
toxins into the atmosphere. Underground coal fires have raised surface temperatures and
injected toxic byproducts into groundwater and soil, turning formerly populated areas
into uninhabitable wastelands.*

Clean Coal Technologies

If the position is taken that coal is indispensable for generating electricity, then it becomes
worthwhile for corporate and government sponsored research to be dedicated to produc-
inga clean coal, termed an oxymoron by critics. Modern coal burning utility plants remove
99 percent of ash produced as a residue falling to the bottom of the combustion chamber
and by electrostatic precipitators removing ash from flue gas. A flue gas desulfurization
unit can reduce sulfur oxide emissions by 90-97 percent. A spray mixture of limestone
and water is injected into flue gas where sulfur oxides chemically combine with
limestone to form calcium sulfate, or gypsum.® In past years of rising coal consumption,
sulfur emissions have fallen 2—3 percent per year in the US through greater use of scrub-
bers to remove sulfur and greater reliance on low sulfur coal. The role of the EPA cap and
trade program in reducing sulfur emissions i1s covered in Chapter 11.

After mining and washing, coal is transported by train, barge, or truck and piled out-
side the electricity generating plant until needed. A conveyor then moves coal into a
plant where it is first crushed and pulverized into a fine powder before being blown
by powerful fans into the combustion chamber of a boiler in a conventional plant. In a
conventional coal-fired plant, coal is burned at 1,300°C—1,400°C to transform water in
tubes lining the boiler to high pressure steam fed to a turbine. A fluidized bed combustion
chamber can burn pulverized coal of any quality including coal with a high ash and sulfur
content. Pulverized coal is burned suspended in a gas flow with heated particles of lime-
stone at half the temperature (1,500°F) of a conventional coal-fired boiler. At this lower
temperature, about 90 percent of the sulfur dioxide can be removed by limestone absorb-
ing sulfur dioxide to form calcium sulfate or gypsum without an expensive scrubber. In
a conventional plant, water tubes in the combustion chamber generate steam to drive a
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steam turbine while, in a fluidized bed combustion plant, both steam and hot combustion
gases drive two types of turbines. Steam from the boiler tubes is fed into a conventional
steam turbine, and hot combustion gas, after ash and gypsum have been removed, is fed
into a gas turbine. Both steam and gas turbines power electricity generators. If configured
with high and low pressure gas turbines, spent combustion gases from the high pressure
gas turbine can be passed through a low pressure gas turbine to produce more electricity.
Spent gases from gas turbines pass through a heat exchanger to further warm condensed
water from the steam condenser returning to the combustion chamber. Two advantages
of fluidized bed combustion are an enhanced energy efficiency of 45 percent compared
to 35 percent for a conventional plant and a reduction of about 4075 percent in nitrous
oxide emissions from a lower temperature of combustion. Fluidized bed combustion
chambers normally operate at atmospheric pressure, but one currently being developed
would operate at a considerably higher pressure.

The first thermal steam turbine plants built in the early twentieth century to drive
electricity generators were only about 20-25 percent energy efficient, consuming about
half the energy required by a steam engine for the same electrical output. In 1975, the
efficiency of US coal-fueled electricity generation plants was about 35 percent, the same
as in 2006. European nations as a group increased their efficiency from 30 percent to
35 percent; China improved from 25 percent to a little over 30 percent, whereas India
declined from 30 percent to 25 percent over the same time period.” Increasing energy
efficiency is a major action item for reducing carbon dioxide emissions because less coal
is burned to generate the same output of electricity.

Coal Gasification

Coal-to-liquids, already covered, is a way to convert coal to clean oil products that are
less polluting than refined oil products. Likewise coal gasification is a way to create prod-
ucts from coal, avoiding the pollution generally associated with coal. Coal gasification is
a thermochemical reaction of coal, steam, and oxygen to produce synthetic gases or syn-
gas largely made up of carbon monoxide and hydrogen. The integrated coal gasification
combined cycle (IGCC) process is more complicated than fluidized bed combustion, but
in some ways is a step back in history. Manufactured gas, the predecessor of natural gas,
reduced coal to a mixture of hydrogen, carbon dioxide, carbon monoxide, and meth-
ane that was distributed by pipeline to consumers. Similarly, coal is not burned in coal
gasification, but processed to produce gas products essentially free of ash, sulfur, nitrous
oxides, and other pollutants.

The process begins with an air-separation plant that separates oxygen from nitrogen.
Coal is milled and dried in preparation for being mixed with oxygen and hot water for
gasification. Synthetic gases (syngas), mainly carbon monoxide and hydrogen, are then
treated to remove solids (ash) and sulfur. Some of the nitrogen separated out by the
air separation plant is added to clean syngas prior to burning to control nitrous oxide
generation. Syngas is then burned in a combustion chamber to drive a gas turbine and,
in turn, an electricity generator. In addition to burning syngas to drive a gas turbine, a
steam turbine runs off steam produced in the gasifier and in cooling synthetic gas from
the gasifier. Spent steam is partly reheated by exhaust from the gas turbine and fed back
into the steam turbine and partly condensed to water to feed the gasifier (the combined
cycle part of IGCC).



Coal 167

Byproducts of an IGCC plant can be hydrogen for the hydrogen economy or a
range of motor vehicle fuels. The advantages of IGCC are increased energy efficiency
of over 50 percent, less generation of solid waste, lower emissions of nitrous oxides
and carbon dioxide, and recovery of chemically pure sulfur. In a conventional coal plant,
carbon dioxide emissions are mixed with intake air and cannot be separated from flue
gas. Carbon dioxide emissions from an IGCC plant are pure carbon dioxide that can be
sold or captured. The government-subsidized Wabash River coal gasification plant, in
operation since 1971, removes 97 percent of sulfur, 82 percent of nitrous oxides, and
50 percent of mercury from plant emissions. Higher thermal efficiency of an IGCC
plant reduces carbon dioxide emissions for the same amount of power output produced
by conventional coal-fired plants that operate at a lesser degree of thermal efficiency. A
newer I[GCC plant, Duke Energy’s Edwardsport Generating Station in Knox County,
Indiana, began commercial operations in 2013 and is one of the world’s cleanest coal-
fired power generating stations. It is the first to use IGCC technology on such a large
scale (618 mW). The plant has substantially reduced the environmental impact of burn-
ing coal to generate electricity.* IGCC plants cost considerably more than conventional
plants and represent a higher level of technological sophistication both in construction
and operations.

Advanced hybrid systems combining the best of both gasification and combustion
technologies are under development. Here the coal is not fully gasified, but partially gas-
ified to run a gas turbine with the residue of gasification burned to run a steam turbine.
Again, higher energy efficiencies with even lower emissions are possible. Ultra-low emis-
sions technology is being funded by the 10 year, multi-billion dollar FuturGen project to
build the world’s first integrated sequestration and hydrogen-producing research power
plant. FuturGen employs coal gasification technology integrated with combined cycle
electricity generation. FuturGen will be the world’s first zero-emissions fossil fuel plant
capable of transforming coal to electricity, hydrogen, and carbon dioxide. Hydrogen
can fuel pollution-free vehicles using low cost and abundant coal as the raw material.
Electricity can be sold as well as the carbon dioxide byproduct. While FuturGen was
killed by the Bush Administration in 2007 for cost overruns, it has been reinstated in 2009
by the Obama Administration.*

Gasification plants operate with a wide variety of feedstocks and outputs. In the
US, small capacity gasification plants consume biomass and wastes to produce steam,
electricity, fuel gas, syngas, hydrogen chloride, or hydrochloric acid. Larger plants can be
fed by petroleum, petroleum coke, natural gas, and coal, with outputs of oxochemicals
(a family of alcohol based chemicals made by adding carbon monoxide and hydrogen to
olefins), acetic acid, methanol, ammonia, and others. Favorite feedstocks for worldwide
gasification plants are low grades of coal (lignite and sub-bituminous) and oil refinery
waste products (asphalt and petroleum coke). Products in order of volumes are gaseous
fuels, chemicals, liquid fuels, and power. Whereas gasification plants were once more or
less spread evenly around the world, now they are concentrated in China and other Asian
nations, dwarfing output in other parts of the world.*

Synthetic Natural Gas (SNG) from Coal

Producing natural gas (methane) from coal has the advantage of transforming a dirty fossil
fuel to a clean fossil fuel. The preferred commercial method is the steam oxygen process
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where coal is gasified with steam and oxygen separated from air. Coal is reduced to ash
and a mixture of gases consisting of carbon monoxide, hydrogen, and methane, along
with higher order hydrocarbons such as ethane and propane, depending on temperature
and pressure. After particulates and tars are removed, the gas mixture enters a water-gas
shift reactor, where in the presence of steam and a catalyst gases are reduced to carbon
monoxide, carbon dioxide, and hydrogen. Carbon dioxide is removed and carbon mon-
oxide and hydrogen enter a methanation reactor, where in the presence of a catalyst the
two gases react to form methane (SNG) and water. Water is removed in the condensation
unit and SNG enters a natural gas pipeline for distribution.””

China seized on this technology as a means to tap coal reserves in Xinjiang province in
western China and Inner Mongolia for transformation to SNG to meet energy demands
in population centers in eastern China. Substituting SNG for coal burning would reduce
air pollution from burning coal in eastern China. Fifty plants were originally planned
for construction, but in 2014 with two pilot plants built, three under construction, and
16 more in the advanced stages of planning. Opposition from environmental groups
emerged when it was realized that much more carbon dioxide would be emitted to the
atmosphere via coal gasification projects than in burning coal directly. Twelve million
tons of coal will be consumed to produce SNG that displaces 9 million tons of coal
burned directly for power generation increasing the volume of emitted carbon dioxide.
An estimated 1.1 billion tons of additional carbon dioxide emissions will enter the atmos-
phere annually if the 50 plants were built.”® This is a measurable increase to 35 billion tons
of carbon dioxide already being emitted annually from burning fossil fuels.

Carbon Capture

As with everything else that has to do with this planet, nothing is constant. Concentration
of carbon dioxide over the ages from ice core samples shows that carbon dioxide gener-
ally cycled between 200 parts per million (ppm) and 250-280 ppm for the last 700,000
years. Unfortunately the start of the Industrial Revolution coincided with a cyclical peak
of 280 ppm. Since then humanity has added another 120 ppm from burning fossil fuels to
bring the total up to 400 ppm in 2014 and slightly above 400 ppm in 2015.* This level
of carbon dioxide concentration has never occurred before in the 700,000 year climatic
record based on ice core samples, although there were previous geological epochs when
carbon dioxide was far higher. This places us clearly in unchartered waters with no prec-
edent for judging the impact of such high levels of carbon dioxide in the atmosphere,
at least in terms of the last 700,000 years. However, this period was dominated with
glaciation infrequently interspersed with short periods of interglacial warming. We are
presently in one of those warming periods.*

No practical way exists to capture 3 tons of carbon dioxide emitted by driving a 30
mile per gallon automobile 10,000 miles.*! However, a stationary coal-fired power plant
does lend itself to capturing and storing carbon dioxide emissions. A typical large coal
burning power plant of 1,000 mW produces about 6 million tons per year of carbon
dioxide, equivalent to the emissions of 2 million automobiles. There are about 1,000 of
these plants in the world. Flue gas is roughly 15 percent carbon dioxide and the remain-
der mainly nitrogen and water vapor, plus of course nitrous and sulfur oxides (NOx
and SOx), depending on type of coal and plant design. A technology for removing
carbon dioxide from flue gas is to pass flue gas through an absorption tower containing
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amines that absorb carbon dioxide. An associated stripper tower heats the amines, releas-
ing carbon dioxide and regenerating amines for another cycle through the absorption
tower.* The question centers on what to do with carbon dioxide from the stripper tower
assuming it has no commercial value.

If the power plant sits on top of impermeable caprock below which is a horizontal
porous sand formation filled with brine, carbon dioxide can be pumped down a vertical
pipeline that reaches the porous formation and then is dispersed via horizontal pipelines
running through the formation. The brine formation should be more than 800 meters
beneath the surface, where pressure is sufficient for injected carbon dioxide to enter into
a “super-critical” phase where its density is near that of the brine that it displaces. In addi-
tion to carbon dioxide displacing brine, brine also absorbs some of the carbon dioxide.
When carbon dioxide saturates an area of the formation, more horizontal pipelines are
necessary to open up new areas. Huge volumes of carbon dioxide can be safely stored
in this manner, but the geologic formation has to be about six times larger than a giant
oil field to contain the 60 year lifetime plant output of about 100,000 barrels per day of
carbon dioxide condensed to a super-critical phase.*

Carbon sequestering also means that about one-third more coal has to be burned for
a given level of power generation to dispose of carbon dioxide, but it may be possible
to also get rid of sulfur dioxide along with carbon dioxide as a side benefit. The cost of
carbon dioxide sequestering would be a substantial surcharge to cover higher capital and
operating costs plus additional coal that has to be burned. But any process to remove the
relatively low percentage (15 percent) of carbon dioxide in flue gas in conventional plants
is costly. One idea being explored is burning coal with pure oxygen and then recycling
flue gas back through the combustion chamber to significantly raise the concentration of
carbon dioxide in flue gases for potential separation.

An economic payback can be generated if carbon dioxide sequestering enhances fossil
fuel production. Carbon dioxide pumped into methane-rich fractured coal beds displaces
methane, which can then be gathered and sold. Carbon dioxide can also be pumped
into older oil reservoirs, where its interaction with residual crude oil eases its migration
through porous reservoir rock to production wells, known as tertiary oil recovery. One
coal burning plant pipelines its flue gas emissions over 200 miles for tertiary oil recovery.
Another idea is carbon capture utilization storage (CCUS) where carbon dioxide is stored
as a substitute for water for carbon dioxide plume geothermal energy. Here much higher
flow rates of carbon dioxide compared to water can remove far larger quantities of heat
energy from geothermal sources.*

Carbon sequestration is not without its risks. Lake Nyos in Cameroon sits in a volcanic
crater where carbon dioxide seeps into the bottom of the lake and is contained in place by
the weight of the overlying water. One night in 1986, the lake overturned and released
between 100,000 and 300,000 tons of carbon dioxide. Carbon dioxide, heavier than
air, poured down two valleys, asphyxiating 1,700 individuals and thousands of livestock
while they slept.”® Any geologic formation including depleted oil and natural gas fields
holding carbon dioxide must act as an effective lock against escape.

There is some experience with sequestration. Carbon dioxide associated with natural
gas production in certain fields in the North Sea and Algeria is separated and sequestered
in nearby porous geological formations. Not all research is space age for reducing carbon
emissions. One project is exploring the possibility of adding 10 percent biomass to exist-
ing coal burning plants, which may reduce greenhouse gas emissions by up to 10 percent.
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One Japanese utility adds 1 percent biomass in the form of solid municipal sludge to its
coal intake, which has improved utility performance.

Ash Disposal

Two types of ash are fly ash removed by electrostatic or mechanical precipitation of
dust-like particles in flue gas and coal ash found in the bottom of a combustion chamber.
Ash differs in concentration and composition for each type of coal. For instance, bitu-
minous coal from Appalachia is 10-14 percent ash, whereas lignite from Texas is
25 percent ash. The chemical composition of ash varies greatly, but primarily consists
of oxides of silicon (silica), aluminum, calcium, iron, and sulfur trioxide, a solid form of
sulfur oxide found in ash (not all sulfur found in coal leaves as sulfur oxides in smoke-
stack fumes).*® Ash represents a disposal problem; most ends up in landfills. Alternatively
ash from burning coal, gypsum from flue gas desulfurization units, and boiler slag can
be made into “cinder” construction blocks, which consume less energy and release less
pollution than cement construction blocks. Fly ash added to concrete makes it stronger,
more durable, less permeable to water, and more resistant to chemical attack. Gypsum
can be used as a low grade fertilizer. These waste products can also be used as aggregate or
binder in road construction. The Japan Fly Ash Association, Asian Coal Ash Association,
and American Coal Ash Association are dedicated to conducting research for recycling
fly and coal ash and boiler slag into useful products or disposal in an environmentally
sound way.*” Disposal of ash became an active environmental issue when a storm drain
broke underneath a 27 acre ash pond close to Dan River in North Carolina. This
allowed over 50,000 tons of coal ash to flow through the storm drain into the river. The
coal-fired plant, owned by Duke Energy, had been previously decommissioned.
The environmental impact on drinking water and recreation was significant from both
the muck-like nature of coal ash and its arsenic and possibly other harmful metals con-
tent.”® Obviously a better utilization of ash as recycled products would reduce the need
for storing vast quantities of coal ash under such circumstances.

Eliminating Coal Not So Easy

Carbon dioxide is the result of a chemical reaction that occurs during combustion.
Switching from coal to oil or natural gas reduces, but does not eliminate, carbon dioxide
emissions. For the US, much greater reliance on natural gas would put upward pressure
on prices, reducing the economic benefit of switching to natural gas. Switching from
coal to oil for electricity generation is out of the question as oil is far more expensive on
an energy equivalent basis and would result in increased oil imports and dependence on
Middle East oil. Switching to nuclear and hydropower, renewables (wind, solar), and
the hydrogen fuel economy would eliminate carbon dioxide emissions altogether, but
major impediments have to be overcome to entirely replace coal. Switching from coal to
nuclear power cannot occur unless public opposition to nuclear power is lessened, which
is highly unlikely in the wake of the Fukushima tragedy. Switching from coal to hydro is
hampered by a lack of suitable sites for damming. Switching from coal to wind and solar,
while certainly beneficial as incremental sources of power, cannot replace coal because
the generating capacity of wind and solar would have to be expanded by several orders
of magnitude before an effective substitution can be achieved. Moreover, wind and solar
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are dependent on the wind blowing and sun shining and require some sort of backup to
enhance reliability. Switching from coal to hydrogen, while environmentally desirable, is
stymied by a less than fully developed and commercially feasible technology.

Much can be done to reduce coal burning emissions without resorting to clean coal
technologies. Physical washing removes sulfur-iron compounds (pyretic sulfur) on the
surface of raw coal, but not sulfur embedded in coal’s molecular structure. While coal
washing is prevalent in the US, Europe, Japan, and other developed nations, it is not in
China and India, whose high ash and sulfur content coal would benefit most from wash-
ing. Although China and India are making headway in washing coal, there are capital
constraints in establishing washing facilities, and possibly a shortage of available water in
certain areas. A shortage of capital might apply for India, but China, with a huge balance
of payment surplus, does not lack capital. In the past, China lacked the national will to
deal with pollution because capital invested in pollution controls could not be dedicated
to its economic development. China is beginning to rethink its position and is becoming
more concerned over the environmental consequences of its economic policies. From
one perspective, having Beijjing submerged in the Asian brown cloud should be enough
of an incentive for Communist government officials to take action against pollution,
but apparently not to the degree necessary to take truly effective remedial action. While
China is starting to take preliminary steps with regard to pollution emissions, the cost
of retrofitting utility plants and motor vehicles is probably insurmountable at this point.
New plants and new motor vehicles fitted with pollution devices would be the first logi-
cal step in addressing this problem.*’

Closing small and inefficient coal mines can improve the environment and better pro-
tect the miners. Fewer and larger mines ease inspection efforts by government authorities
and larger coal volumes more easily justify investments to protect the health and safety
of workers and minimize harm to the environment. Using coal and biomass in home
cooking and heating is a major source of uncontrolled pollution in Asia; electricity and
propane are likely substitutes. On the surface, greater amounts of coal would have to be
burned in order to switch home cooking from coal to electricity, but burning coal in a
few locations rather than dispersed in millions of households provides the best means of
monitoring and controlling pollution emissions; and, in fact, may be more efficient.

The future of coal is certain: it plays too significant a role in generating electricity to
be dismissed out of hand. What is uncertain is what is going to be done to reduce its
adverse environmental impact. Two projects may point to the industry’s future. Prairie
State Energy Campus (PSEC) is a $4 billion joint venture comprising eight public elec-
tric utilities and Peabody Coal, the world’s largest coal company.®® The venture is unique
in that the participants own both the electricity generating plant and coal reserves set
aside to service the plant. Coal is from a mine located adjacent to the plant that supplies
6.4 million tons per year on a continuous basis using the room and pillar technique.
The plant, completed in 2012, is the largest of its kind at 1,600 mW compared to more
typical large-sized plants of 1,000 mW capable of serving around 2 million households.
The plant burns pulverized coal ground at the consistency of talcum powder, which in
conjunction with supercritical steam generating technology has an efficiency advantage
that cuts the carbon footprint by 15 percent compared to existing plant technology.

The plant is among the cleanest coal-fueled plants in the nation. The special design of
the boiler and burner tips, along with burning coal at a lower temperature, reduces nitro-
gen oxide (NOx) emissions, which is cut further by 80—90 percent employing selective
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catalytic reduction technology. Here exhaust gas passes through anhydrous ammonia in
the presence of a catalyst to transform NOx to nitrogen and water. Dry and wet elec-
trostatic precipitators remove 99.9 percent of particulates in emissions and an advanced
sulfur dioxide scrubber using limestone and water removes 98 percent of sulfur oxides
(SOx). Mercury emissions are significantly reduced by the collective action of the selec-
tive catalyst reduction unit and dry and wet electrostatic precipitators. Total emissions are
expected to be cut in half compared to existing plants.”’

American Electric Power’s John W. Turk, Jr. Power Plant, built in 2012, sets a new
standard for clean, energy efficient coal-fueled generation. It relies on ultra-supercritical
generation technology that consumes less low sulfur coal and produces fewer emissions
including carbon dioxide with state of the art emission control technologies than tradi-
tional pulverized coal plants. Turk Plant can meet emission limits that are among the most
stringent ever required for a pulverized coal unit. Chrome and nickel-based alloys are
incorporated into the plant’s steam generator, turbine, and piping systems to allow higher
temperature (1,100°F) and pressure steam (3,200 psia) to achieve greater efficiency and
hence a reduced environmental impact.*

Other projects under contemplation are chilled ammonia isolating carbon dioxide
from flue gas plus oxy-coal combustion (burning coal in pure oxygen) as another means
of isolating a pure stream of carbon dioxide for sequestration or tertiary oil recovery or
carbon capture utilization storage. Some companies are taking a safer route in build-
ing coal plants by pushing the technology envelope without having to originate a new
technology. All these initiatives being undertaken by the US coal burning utilities are in
danger of being placed in abeyance in reaction to what many consider will be draconian
EPA environmental restrictions placed on new and existing coal burning plants when
their final rulings are issued.

This is one side of the ledger. Critics of the US coal industry utterly fail to recognize
hundreds of coal burning utility plants in China and India operating without regard for
pollution. Pollution controls are viewed as an unnecessary expense that adds to the cost
of electricity. Cheap electricity is considered a competitive advantage to produce low cost
consumer goods for the world export market. Socialist and communist leaders in these
societies act more like nineteenth century capitalist robber barons and are not criticized
by the Western media, although mention is made of the degree of pollution. It is true
that China and to a lesser degree India are adopting clean technologies for generating
electricity such as hydro, nuclear, and renewables, but the magnitude of their growing
demand for electricity is such that they are forced to rely heavily on coal despite efforts
to the contrary. Both nations appear wary of adding to their energy costs as long as eco-
nomic performance outweighs environmental concerns, again a supposedly capitalist trait.
Considering the number of coal plants that have been built in recent decades, any effort
to clean up these plants is a bit too late with an effort a bit too small to make much of a
difference for ameliorating the environmental consequences of their economic policies.

Problems and Project

Problems 4.1a—c below show the power of “runaway” exponential growth and its ulti-
mate nonsustainability. The time it takes a quantity to double remains the same for a
given growth rate regardless of its absolute value. If population doubles from 1 thousand
to 2 thousand in 30 years, it also takes 30 years to double from 1 trillion to 2 trillion.
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These problems pave the way for Problem 4.2, which covers what appears to be an eventual
energy crisis for China to meet its future demand from its relatively low level of coal
reserves. In solving Problem 4.2, you will sense how long China can sustain its growth
in energy consumption without hitting the brick wall of reality that resources are finite.

Problem 4.1a

Manbhattan Island was purchased from the Indians for an estimated $24 worth of glass
beads, cloth bolts, and other paraphernalia by Peter Minuit in 1626. Suppose that the
Indians deposited $24 in a savings bank at 5 percent interest compounded each year since
1626. What value would that be at this time? What would be the equivalent value of an
acre of land (not including buildings) given that the land area of Manhattan is 23 square
miles with 640 acres in a square mile? How would this differ if the interest rate were
3 percent? How do you think these values compare with average land values in Manhattan?

Problem 4.1b

Suppose that Mary and Joseph deposited one penny at the first Christmas at a local savings
and loan bank that gave 3 percent interest on the outstanding balance. No withdrawals
were ever made. At 3 percent compound growth, what is the current value of the deposit?
Taking the current value of gold per troy ounce, what would be the value of the deposit
in terms of troy ounces? There are 10.17886 troy ounces in a cubic inch. A cubic foot is
12" x 12" x 12" or 1,728 cubic inches or 17,589 troy ounces. How many cubic feet of
gold does the balance represent? What is the radius in feet of a solid sphere of gold that
could be purchased today given that volume is equal to 4/3 Pi R*? Redo for 5 percent
growth: the compounding factor makes a big difference!

Problem 4.1c

Refer to the tab Primary Energy Consumption in the BP Stafistical Review of World
Energy and check out how many years it has taken to double world primary energy con-
sumption. On this basis, what will be the year it doubles again and again? Or if you wish,
obtain the growth rate for the last two, five, or ten years. In what year will it double yet
again? Take a look at the magnitude of energy consumption. Do you think this will hap-
pen, and if so, why?

Problem 4.2

Referring to China in the BP Statistical Review of World Energy and ignoring oil, which
is a fuel for transportation, what’s left is primarily energy consumed for electricity genera-
tion and as an industrial fuel.

a  Using historical growth rates, what would be the overall energy consumption
(ex-oil) in 30 years when China may be exhausting its coal supplies (recent discoveries
of coal in Mongolia notwithstanding)?

b Suppose that China’s coal production and imports are at present levels of consump-
tion at that time (current R/P ratio is 30 years). Further suppose that hydro and
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nuclear power continue to grow at historical rates out to 2040. What would be the
deficit in energy that has to be satisfied by natural gas and renewables?

¢ Suppose that natural gas can continue its historic growth rate based on Russian pipe-
line imports and larger numbers of LNG import terminals. What would have to be
the growth rate in renewables (solar and wind) to fill the gap?

d How many doublings will solar and wind experience to fill the gap? Suppose that
$10 billion were spent this year in renewables—how much would have to be spent
in 2040 to fill the gap?

e  What is your overall assessment of the approach taken to assess future energy needs
in China? Is it feasible or realistic? What would you do to make the approach more
realistic?

f  What is your overall assessment of the energy situation in China in 2040? This ques-
tion is more of a discussion on the nature of the solution rather than on obtaining a
solution.

Problem 4.3

How many Btus are required to run a 1 gW base load plant demand for one hour operat-
ing at 95 percent utilization for three different plant types? Plant 1 is an outdated plant
with an operating efficiency of 25 percent, Plant 2 is a modern conventional plant with
an operating efficiency of 35 percent, and Plant 3 is a modern plant with a fluidized bed
combustion chamber with an operating efficiency of 45 percent. One watt-hour is equal
to 3.412141633 Btu.

Problem 4.4

How much coal must be burned for two types of coal on an hourly basis? Type A is a
high grade bituminous coal with a heat content of 14,000 Btu per pound and Type B is
low grade lignite coal with a heat content of 9,500 Btu per pound. Figures are for dry
coal where the moisture content has been removed. A typical coal train is 100 hopper cars
each with 100 tons of coal or 10,000 tons of coal per trainload. How many trainloads are
necessary to keep the plant running each day?

Problem 4.5

How much carbon and carbon dioxide will be emitted in tons per day for both types of
coal for the three plants? Type A coal is 75 percent carbon and Type B is 35 percent car-
bon. Assume complete combustion where the entirety of the carbon content is converted
to carbon dioxide (no carbon monoxide). First calculate daily tons of carbon. Convert
carbon to carbon dioxide-equivalent by utilizing the atomic mass of carbon of 12 and 16
for oxygen. Tons of carbon dioxide is tons of carbon x the ratio of the weight of a mole
of carbon dioxide to a mole of carbon or (12 + 16 + 16)/12.

Problem 4.6a

How many tons of sulfur are emitted daily if Type A coal is 1.5 percent sulfur and Type
B is 2.5 percent sulfur for the three plants?
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Assume that half of the sulfur is emitted in the flue or smokestack gas as SO, and the other
half is contained as solid sulfur compounds in the boiler ash. Calculate the tons of sulfur
as a percentage of the coal burned and reduce by half to account for particulate emissions.
Multiply the remaining tons of sulfur by the ratio of (32 + 16 + 16)/32 where the atomic
mass of sulfur is 32 to obtain tons of SO,. What would be SO, emissions in tons per day
if a scrubber is installed that can remove 98 percent of SO, airborne emissions?

Problem 4.7

Suppose that the ash content for Type A coal is 5 percent and Type B is 25 percent.
Further suppose that the ash is evenly divided between boiler ash and flue ash. How many
tons per day of flue ash enter the atmosphere as soot for both types of coal for each of the
three plants? What would be the flue ash emissions if precipitators are installed that can
remove 95 percent of particulate matter in the flue gas?

Problem 4.8

Suppose that a 1 gW advanced pulverized coal plant has an all-inclusive capital cost of
$3,000 per kilowatt capacity.”® What is its capital cost? Suppose that the capital recov-
ery factor (CRF) covered in Projects 2.2-2.3 in Chapter 2 is 10 percent. The CRF
includes both debt repayment obligations and satisfies a desired rate of return on the
equity investment. What is its annual capital cost?

a  Suppose that the plant’s fixed operating and maintenance (O&M) costs are $32 per
kilowatt-year—what are the fixed annual costs?

b The plant’s variable (O&M) costs are $4.50 per megawatt-hour—what are its vari-
able costs at 95 percent utilization?

¢ The fuel cost is the cost of coal consumed to run the plant. Assume coal prices of
$70 and $90 per ton and an average operating efficiency of 35 percent and an average
utilization of 95 percent. What is the cost of fuel for the two coal prices?

d  What is the cost of electricity in dollars per kilowatt-hour for the two prices of coal?

Problem 4.9

How would the price of electricity be affected by a carbon tax of $20 per ton?

Problem 4.10

Redo the calculations for a 1 gW IGCC plant operating at 95 percent utilization with
carbon sequestration. The cost is $3,800 per kilowatt-year, a fixed cost of $51 per kilo-
watt-year, and a variable cost of $7.20 per megawatt-hour. Plant efficiency is 50 percent.
Suppose that hydrogen produced by the plant is burned as a fuel and is incorporated into
plant efficiency. Moreover the operation of the IGCC plant with carbon sequestration
increases coal consumption by one third. What is the cost of electricity in dollars per
kilowatt-hour for the two prices of coal?
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Problem 4.11

‘What carbon tax would have to be applied to the advanced pulverized coal plant in order
for its electricity cost to be equivalent with the IGCC plant with carbon sequestration?

Project

Using the values derived in Problems 4.3—4.11, write a briefing paper for guiding a utility
on its considering another 1 gW plant incorporating the two plant types, efficiency, and
coal types on cost and pollution emissions.
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5 The Story of Big Oil

When we think of oil, we think of gasoline and diesel fuel for motor vehicles, but the
beginning of the oil industry was kerosene for illumination. Kerosene was the foun-
dation of the Rockefeller fortune and marked the birth of Big Oil. Oil provided an
alternative fuel for lighting; if oil ran out, it would be back to whale oil, tallow, and
vegetable oils. Thus oil was not indispensable or vital to the running of the economy;
now, no oil, no economy. The transmogrification from a preferred fuel for lighting
to something without which modern society could not survive started with Henry
Ford putting America on wheels in the early 1900s and was completed by the First
World War when military vehicles, tanks, and fighter aircraft fueled by oil played a
pivotal role in securing victory for the Allies. Oil had become as important as arma-
ments and ammunition in the conduct of war. During the Second World War, one
of the principal targets of the Allies’ bombing was coal-to-liquid plants that produced
gasoline to fuel the Wehrmacht. Sinking oil tankers was a prime submarine activity
in the theaters of war in the Atlantic by German U-Boats and in the Pacific by US
submarines. To achieve dominance over much of world oil supplies, Hitler intended
that one army would sweep across the Soviet Union and then south from Stalingrad
to meet up in Baku with Rommel’s army that would sweep across North Africa
and up through the Middle East. This grand plan was thwarted at Stalingrad and El
Alamein, not far from Cairo.

But things have changed. As a depleting resource, oil has moved beyond being a
fuel for war to being a cause of war. Never-ending and never-winning Middle East
wars evolve around oil; yet, in the aftermath of all these wars, is the Middle East more
secure as a source of oil for the global economy? Is the Middle East more socially and
politically stable for its people? Is terrorism on the run? The irony is that the US is not
actually dependent on Middle East crude oil. US imports of Middle East crude can be
easily replaced by western hemisphere oil exports to Asia. Our need for imported oil
will continue to diminish by increasing supply via fracking, improving internal pipeline
distribution, and reducing demand via better motor vehicle mileage. Another irony is
that those who benefit most from Middle East oil (China, India, Japan, Korea, and other
Asian nations) do not participate in “stabilizing” the Middle East nor compensate the US
for over two trillion dollars spent for accrued benefits, real or imagined. In contemplating
the situation, one can only ask “Why?”

This chapter looks at the historical development of two of the world’s largest oil com-
panies and the role that Big Oil will play in supplying the world with energy products as
we proceed towards “Beyond Petroleum.”
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See the Companion Website for sections on the History of Lighting and the
History of Oil through to Opening Up the Middle East: www.routledge.com/
cw/nersesian.

History of Oil
Early Attempts at Oil Price Controls

Rockefeller, of course, was the first to attempt to control prices, and he pretty much suc-
ceeded when he achieved 90 percent control over the US refinery industry. His idea of
an acceptable price for kerosene was the price that would not encourage outsiders to build
refineries. Too high a price would only create more problems for Rockefeller to maintain
his monopoly by providing an incentive for others to get into the refining business.

The first to attempt to bring order to the oil industry on a global scale was the oil power
brokers of the day, Teagle of Exxon (a distant relative of Maurice Clark, Rockefeller’s
first partner) and Deterding of Shell. In 1922 they stood together, along with others, to
present a united front in dealing with oil sales by the Soviet Union, which they viewed
as buying back stolen property. While the two power brokers were shaking hands and
expressing mutual dismay over Soviet duplicity in expropriating their oil properties with-
out compensation, Deterding secretly purchased a large quantity of Soviet oil at less than
the agreed price with Exxon, which he promptly dumped in the Far East. Subsequent
attempts by Teagle and Deterding to restore some semblance of order sometimes worked
and sometimes didn’t. In 1927 their bitter cross-accusations ended with Deterding aban-
doning any further pretext of cooperating with Exxon over the matter of Soviet oil,
starting what turned out to be a disastrous price war. The Soviets thought that they had
succeeded in creating chaos in the world oil patch by successtully playing one oil com-
pany off another, perhaps bringing back memories of Nobels and Rothschilds. Soviet
satisfaction over spreading confusion in the capitalistic world stemmed not so much from
their conspiratorial intentions, or Deterding’s ill-fated venture into a price war, but from
a world flooded with crude from the Soviet Union, Mexico, and Venezuela.

The 1920s started with a feeling that oil would be in short supply, which is why the
US government forced Exxon and Mobil to get involved with Middle East oil through
its interest in the Turkish Petroleum Company. By the late 1920s, and continuing on
through the global depression of the 1930s, the world was awash in oil. Something had to
be done. Oil companies had made massive investments on the basis of a certain projected
price of crude oil; as crude prices sank, so did return on these investments. To thwart
turther weakening of oil prices, Deterding (known as the Napoleon of Oil) held a social
and sporting affair at Achnacarry Castle in Scotland in 1928 that included, among others,
Teagle of Exxon and Sir John Cadman, director of the Anglo-Persian Oil Company,
half owned by BP (BP acquired the other half of Anglo-Persian Oil in 1954). Intimate
business conversations during this social and sporting affair led to a pooling arrange-
ment to control price through cooperation in production and in sharing incremental
demand among the cartel of supposedly competing oil companies called the Achnacarry
Agreement. The reference price would be American oil in the US Gulf, with adjustments
to take into account freight from the US Gulf.
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Once this system was initially proposed, four other major oil companies joined, form-
ing what became known as the Seven Sisters. If a participating oil company purchased oil
in the Middle East and sold it in France, the selling price would not be the FOB price in
the Middle East plus freight from the Middle East to France, but the price of oil in the US
Gulf plus freight from the US Gulf to France. This system stabilized the price regardless of
the actual source at a healthy level for the oil companies, as long as others joined, which
they did. With a mechanism in place for allocating incremental production to meet
growing demand among the participating oil companies, the global oil business, with the
exception of Soviet oil, was under the control of a cartel of oil companies. Rockefeller’s
dream of world control over oil, for the most part, had finally come true, but not with
domination vested in the hands of an individual, but a small group of executives who, in
the aggregate, controlled most of the world oil. The success of this agreement hinged on
all the individuals continuing to cooperate, something rarely seen in the world of oil. Of
course US oil companies involved in this arrangement to fix price and control volume
were acting in direct violation of the Sherman Antitrust Act.

In 1930, only 2 years after the system was set up, price stability was threatened by yet
another mammoth oil discovery. Like Drake, Higgens, and Reynolds, an old wildcat-
ter, Dad Joiner, persisted where others had given up. Joiner did not drill on land that
had promising geologic characteristics, but on land owned by promising widows who
might invest in Joiner’s ventures. Joiner was an avid reader of obituaries in search of
prospective clients. Joiner must have had a way with widows for they were all financially
disappointed with Joiner’s ventures; except for one, on whose east Texas farm in Kilgore
Joiner brought in a gusher. Joiner had proved oil geologists wrong and Kilgore became
another Pit Hole and Spindletop all rolled into one with oil derricks almost on top of one
another pumping with all their might. Unfortunately Joiner was in financial straits from
his past ventures and could not hold onto his holdings. Forced to sell out to H.L. Hunt,
who made billions on Joiner’s and other east Texas properties, Joiner was to die as poor
as Drake and Higgens. One would have thought that Hunt out of gratitude would have
given Joiner a pittance to make life a bit more comfortable considering his role in making
Hunt a billionaire, but that was not to be!

The east Texas oil boom was fed by discovery of other oil fields in east Texas much
larger than anyone imagined, all of which were crowded with producing wells. These
fields ran north and south. Once one was discovered, success was virtually assured by
drilling north and south of a producing well and failure east and west. Wildcatters spud-
ded wells east and west and endured the risk of failure for the promise of discovering other
north—south oriented fields, which they eventually found. Enough fields were discovered
to create a glut during the Great Depression sufficient for local oil prices to collapse to
10 cents a barrel, where, as in Pit Hole, a barrel was worth more than the oil contained
therein. Teagle and Deterding were powerless because they had no means of control
over east Texas oil fields. Faced with financial ruin, Texas “independents” demanded
federal and state intervention. Texas and Oklahoma obliged and declared martial law on
the basis that independents were squandering a valuable natural resource, particularly at
10 cents a barrel. Using conservation to justify states’ intervention and with local militia
to enforce their will, o1l production was stopped. Then the Texas Railroad Commission
was authorized to set up a rationing system to control production for every well in the
two states. Although individual producers initially cheated whenever they could, the
Texas Railroad Commission eventually got the upper hand over producers and was able



182 The Story of Big Oil

to ration production of individual wells and prices rose. Government action to protect
and conserve a natural resource would be viewed today as environmentally desirable.
Paradoxically it also served the interests of the global oil cartel as well, since stabiliz-
ing the price of east Texas oil also stabilized the US Gulf price and, consequently, the
world price of crude oil. Thus capitalism and conservation joined hands with a common
objective, but different goals. Deterding’s pooling arrangement and the Texas Railroad
Commission’s rationing of production were valuable lessons for OPEC when it gained
control over oil prices and production in the 1970s.

Enter Saudi Arabia and Kuwait

With the price of oil reestablished by controlling east Texas production, the last thing oil
companies wanted was another east Texas discovery. Another oil rogue, New Zealander
Frank Holmes, believed that oil was waiting to be discovered in Arabia. Gulbenkian’s Red
Line Agreement prohibited exploration in Arabia without the joint cooperation of the
signatories. Socal (Standard Oil of California), progenitor to Chevron, was not a signatory
of the Red Line Agreement, and for $50,000 bought Holmes’s concession in Bahrain,
an island nation off Arabia, and in 1931 struck oil. While Bahrain would never become
a major oil producer, it indicated that Holmes might also be right about nearby Arabia.

In 1927 the desert king Ibn Saud subdued his rivals along the Red Sea coastline and
named his new kingdom after his clan. In 1930, desperate for money, King Saud invei-
gled Socal to buy a concession in Saudi Arabia. The major oil companies, bound by the
Red Line Agreement and in no mood to discover more oil, passed up the opportunity
to make a deal with King Saud. Socal did some exploration, which turned out to be
promising, but was short on capital if oil were discovered. Socal teamed up with Texaco,
another nonsignatory to the Red Line Agreement, and Texaco bought a half share of
Socal’s interests in Bahrain and Saudi Arabia. Eventually oil was discovered in Saudi
Arabia, and in 1939 King Saud opened a valve and oil began to flow into an awaiting
tanker. The king was so pleased that he increased Socal’s and Texaco’s concession to an
area as large as Texas, Louisiana, Oklahoma, and New Mexico combined.

Frank Holmes was involved with opening up Kuwait, also outside the Red Line
Agreement. Eventually BP and Gulf set up a joint venture after a fair degree of behind-
the-scenes maneuvering by the British and US governments and, in 1938, oil was
discovered. Although Frank Holmes was instrumental in opening up oil exploration in
Bahrain, Saudi Arabia, and Kuwait, all successful finds, he made no fortune from the
enormous wealth that he was instrumental in creating for oil companies and producers,
although he had a comfortable retirement. Originating and transforming a good idea to
reality does not necessarily translate into personal wealth. This is the lesson of Drake,
Higgens, Joiner, and Holmes; something else is needed.

Exit the Key Players

Hitler inadvertently took down three leading oil company executives. The first to fall
was Deterding, who was showing signs of mental imbalance (megalomania) as his man-
agement style became increasingly dictatorial. In his memoirs, composed in 1934 in the
midst of the Great Depression, with tens of millions of unemployed workers desperately
seeking work, he wrote that all idlers should be shot on sight. Upset over the loss of
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Shell properties in Russia after the revolution, Deterding’s position against communism
hardened with his second marriage to a White Russian. With his third marriage to a
German, Deterding became a Nazi sympathizer because of their determination to rip
communism out root and branch. Deterding would not be the only industrialist, states-
man, monarchist, or church leader to support the Nazis for this reason. Alarmed over
Deterding’s managerial style and his extremist views, the board of directors removed
Deterding from his position in 1936 by forcing him to retire and he died 6 months before
the war started. Shell’s penchant for collegiality and corroboration in the decision-making
process might be partly in reaction to Deterding’s last years of dictatorial rule.

The second to fall was Rieber, the head of Texaco. In 1937 Rieber diverted Texaco
tankers taking oil to Belgium to support Franco in Spain, and in 1940 got around a
British o1l embargo against Germany by shipping oil to Germany from neutral ports.
Unable to take money out of Germany, Rieber worked out a barter agreement whereby
he accepted German-built tankers in exchange for oil. Rieber was forced to resign in
1940 in the wake of a British intelligence revelation that a Texaco employee was sending
information to Germany about American war preparations.

The third to fall was Teagle, who had entered into an agreement before the rise
of Hitler with I.G. Farben, a German chemical company. Farben was to research and
develop synthetic rubber for Exxon in exchange for Exxon’s patents for tetracthyl lead,
a vital ingredient in aviation fuel. Teagle was unable to see the military implications of
this arrangement after Hitler’s rise to power and Japan’s seizing of rubber plantations in
Southeast Asia. Teagle refused to break what he considered first and foremost a busi-
ness deal, which remained in force until revelations of its existence by the US Justice
Department led to his resignation in 1942.

All three were counterpoints to Marcus Samuel, who put civic duties and patriotism
above business. Deterding, Rieber, and Teagle put business above all else. Buy for a little
less here, sell for a little more there—this was their key to success. Business plans are to
fit the immutable laws of supply and demand. The name of the game is making money.
Politicians come and go and have little use other than passing laws and establishing regu-
lations that protect business interests or guarantee their success. Governments rise and fall,
but business remains forever; it is the Great Constant.

Shareholders and Stakeholders

The modern corporation is based on the premise that its mission is maximizing share-
holder wealth. One way to do this is to spawn new products and expand market reach to
millions of individuals as Rockefeller did. Another way to maximize shareholder wealth
is to widen the spread between the price received for a product and its cost of production,
also a Rockefeller practice, although Rockefeller focused more on reducing the cost of
production than raising the price of kerosene.

‘While maximizing wealth for a corporation’s shareholders is what the game is all
about, there are other constituencies, or stakeholders, affected by the operation of a pri-
vate corporation. For instance, an oil company has some degree of latitude concerning
where profits are assigned. Profits can be shifted between upstream activities (crude oil
production) or downstream activities (refining and marketing) through internal transfer
prices. If an oil company has its oil fields, refineries, and distribution system, and mar-
kets its products within the border of a single nation, such as the US, it does not matter
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how profit is assigned internally when a company consolidates its financial statements
and tax returns. The federal government collects the same in income taxes regardless
of how internal transfer prices are set, although internal transfer prices can affect state
income taxes. When an oil company is buying crude oil from one nation, processing
in a second, and selling in a third, the internal assignment of profits through transfer
pricing can heavily influence the taxes and royalties paid by oil companies to host gov-
ernments. This in turn affects the well-being of the people of oil exporting nations,
who are, in every sense of the word, stakeholders in a company that is exploiting their
nation’s natural resources.

Deterding noted the importance of the triangle linking the mutual interests of an oil
company with the people and with the host government where all three should benefit
from developing a nation’s oil resources.' Shell operated in Mexico, and despite assertions
by Deterding to the contrary, the Mexican government and people felt they were getting
a raw deal from the oil companies and, in 1938, nationalized the industry. Oil compa-
nies struck back by refusing to buy Mexican oil until they received restitution. Pemex,
the newly formed national oil company of Mexico, could not ship oil to a foreign port
without having it legally attached by oil companies. Ultimately Pemex was forced to pay
restitution in order to gain access to foreign markets. Now two nations, the Soviet Union
and Mexico, directly controlled their oil resources. Yet oil companies had not learned the
essential lesson of Mexico—a one-sided relationship in which an oil company exploited
the oil resources of a nation with limited benefit to the people or the government, either
real or perceived, was not in the best long-term interests of the oil company. No one
viewed Mexico as a harbinger of more to come when new oil discoveries in Venezuela
diverted oil company attention away from Mexico.

Development of Saudi Arabia’s Oil Fields

Saudi Arabia was the answer to Washington’s worry, one that had first vexed Theodore
Roosevelt and would come back now and then to haunt government energy policy-
makers—the world was going to run out of oil. Socal and Texaco operated in Saudi
Arabia under the corporate umbrella of Aramco, the Arabian-American Oil Company.
Socal and Texaco advanced the idea during the early years of the Second World War
of the US government setting up a Petroleum Reserve Corporation to buy a control-
ling interest in Aramco and construct a refinery in the Persian Gulf. The idea was well
received by Franklin D. Roosevelt, who, like Churchill, was attracted by the idea of
government ownership of a foreign oil field. However, oil companies abruptly broke off
negotiations in 1943. Only in hindsight can one see the timing between the success of
Rommel in North Africa and the proposal for the Petroleum Reserve Corporation and
Rommel’s defeat in 1943 with the proposal’s demise. Obviously oil company invest-
ments in the Middle East would be in danger if Rommel succeeded in his master plan
to link his army in North Africa with Hitler’s in Baku. Oil companies generally oppose
government intervention in their operations unless, of course, such intervention pro-
motes their agenda.

The US government then proposed constructing a thousand-mile pipeline to carry
Saudi crude to the Mediterranean with the oil companies’ guarantee of a 20 percent
interest in the oil fields as a naval reserve. The Trans-Arabian Pipeline (Tapline) was
completed, without US government involvement, in 1950 when Saudi crude was loaded
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on a tanker in Sidon, Lebanon. The pipeline, passing through Saudi Arabia, Syria, and
Lebanon, was shut down in 1975 during a time of turmoil in Lebanon. Its carrying oil
cheaply to Europe while in operation meant a great deal to Socal and Texaco.

Having achieved such success in Saudi Arabia, Socal and Texaco passed up an oppor-
tunity to become dominant players in the oil business by not wanting to challenge other
major oil companies. They felt that involvement of the majors was necessary for access
to oil markets, capital to develop Saudi oil resources, and garnering diplomatic sup-
port if there were an unfriendly successor to King Saud. Admitting Exxon and Mobil
and excluding other signatory oil companies violated the Red Line Agreement. Using
American antitrust legislation as a lame excuse, Exxon and Mobil walked away from the
Red Line Agreement and joined Aramco, thereby locking BP, Shell, and CFP out of
Saudi Arabia.

Aramco proved to be a model for a company operating in a host nation. Its employ-
ees had their own town and concentrated on the business of finding, developing, and
operating oil fields, and building and running refineries, pipelines, and terminals. By any
measure, Aramco was considered a “good corporate citizen.” Aramco permitted the
US to have two allies diametrically opposed to one another. The state department dealt
directly with Israel and, when necessary, relied on Aramco as a go-between in its dealings
with Saudi Arabia. In the aftermath of the 1973 oil crisis, Aramco transmogrified into
Saudi Aramco with 54,000 employees, of whom 86 percent are Saudis. The company
prides itself on its ability to manage Saudi energy resources and contribute to the nation’s
development. It is a model national oil company for others to emulate.?

Shoes Begin to Fall

It 1s one matter when foreign producers supply 10 percent of the world’s oil, which can
easily be replaced by other sources. This keeps producers in a weak bargaining position,
as they learned in Mexico. Their bargaining position is not quite so weak when their
share grows to 30—40 percent and is more difficult to replace. Oil companies failed to
realize the growing bargaining strength of oil producers that accompanied growing world
dependence on foreign oil. The next shoe to fall after the Mexican nationalization of its
oil industry came in 1948 when Venezuela passed a law for a 50:50 sharing of profits. This
was an idea of Juan Pablo Perez Alfonso, Venezuelan oil minister and who would one day
be the chief architect of OPEC. The idea was not total anathema to the oil companies
if sharing profits meant forestalling nationalization, as had occurred in Mexico (better to
have half than none). Moreover oil companies had the power to define profitability via
transfer pricing.

King Saud, whose huge family’s lifestyle had become incredibly expensive, joined
the fray and demanded a share of profits. Aramco turned to the US government for sup-
port, and the government, fearing a communist takeover in the Middle East, agreed to
have Aramco partners treat additional payments to Saudi Arabia as a foreign income tax.
This was a great boon to the Aramco partners because this meant, under rules on dou-
ble taxation, that taxes paid to the US government would decrease one dollar for every
dollar paid in taxes to Saudi Arabia. In other words, the US government, and hence US
taxpayers, were subsidizing the extra cost of oil. Such a ruling could not be restricted to
some oil companies and some nations; equal treatment demanded that this apply for all
oil companies and all nations. Oil companies could reduce their US taxes by what they
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were paying in taxes to foreign suppliers, something that would not apply to an oil com-
pany with only US producing properties. The upshot of this ruling was that it became
more profitable for oil companies to develop oil properties overseas than domestically.
Another tax bonanza for the oil companies was applying the oil depletion allowance to
foreign as well as domestic sources of oil. These two tax rulings placed oil companies in
a quasi tax-free environment at that time, which is not true today. Thus oil companies
could acknowledge the principle of sharing profits with producers because it did not rep-
resent an actual cost by virtue of fanciful accounting with transfer pricing and a fortuitous
change in tax laws.

BP, still half~-owned by the British government, had expanded into activities far
beyond those envisioned by Churchill. While its principal source of oil was still Iran,
BP had a major position in Iraq and Kuwait and had developed a worldwide marketing
network served by its fleet of tankers. In 1951, a new Iranian leader appeared on the
scene, Mohammad Mossadegh, who called for the nationalization of Iranian oil fields
after BP’s refusal to adopt a deal similar to that between Aramco and Saudi Arabia. The
Iranian prime minister, who opposed Mossadegh, publicly stated that he would not allow
Iran to repudiate its concession with BP. That remark sparked his assassination by those
who thought otherwise, paving the way for Mossadegh to become prime minister and
nationalize BP’s oil fields. The Labour Party, then in power in Britain, was hardly in a
position to enforce this legacy of colonialism. With no help from the British govern-
ment, BP took legal action, not in Iran, but in every nation where a cargo of Iranian
oil landed, mimicking what was done to Pemex cargoes after Mexico had nationalized
its oil industry. This lasted 2 years. By then civil unrest from loss of oil revenue led to
a coup, encouraged by the CIA, which placed a son of a previous shah on the throne.
In 1954, an agreement was hammered out whereby the National Iranian Oil Company
(NIOC), formed by Mossadegh, would remain owner of the oil fields along with the
Abadan refinery. However, oil would be sold through a consortium in which BP had a
40 percent share and Shell 14 percent, with most of the remainder divided among CFP
and the seven sisters. In other words, oil companies had total market control over Iranian
oil production. The agreement taught oil companies a valuable lesson in that ownership
of an oil field is not nearly as critical as access to its oil.

Later on five small US oil companies inveigled a 5 percent share. Among these were
Getty Oil and Tidewater, both owned by Jean Paul Getty. Getty was the son of a lawyer
who struck it rich in oil in Oklahoma. The son was just as talented, if not more so, as
his father. Getty became a billionaire, partly as a result of his flying with an oil geologist
serving as a consultant over the Neutral Zone between Saudi Arabia and Kuwait. The
Kuwait side of the Neutral Zone was already producing oil. The geologist noted from the
air that a certain sector of the Neutral Zone in Saudi Arabia had geologic features very
similar to that of the oil producing sector in Kuwait. Based on this visual observation,
Getty immediately started negotiating with Ibn Saud for a concession. Drilling revealed
a huge oil field, big enough to make Getty a billionaire and for the geologist to be reim-
bursed for his travel expenses.

Besides Getty, there was Hunt, another billionaire not given to sharing with those
responsible for his wealth (Dad Joiner comes to mind), and Armand Hammer. Hammer
received a medical degree but did not practice medicine, as had his father, who, in the
course of events, had befriended Lenin. Hammer took advantage of his father’s rela-
tionship with Lenin to consummate commercial deals in the Soviet Union including
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setting up a pencil factory and purchasing Russian art treasures for pennies on the dollar.
Hammer, at an age when many contemplate retiring, got interested in oil and eventually
took over a small oil company called Occidental Petroleum. By dint of his determination
and driving force, Hammer transformed Occidental Petroleum into an international oil
company with the discovery of three major oil fields in Libya. Hammer would play a
pivotal role in the oil crisis of 1973.

Another thorn in the side of the seven sisters was Enrico Mattei, head of the Italian
State O1l Company, who was able to prick the seven sisters by negotiating an independent
concession with NIOC in 1957 and making a private deal with Khrushchev for cheap
Soviet oil, much as Deterding had done. On top of this, the seven sisters had to con-
tend with CFP’s discovery of oil in Algeria. New discoveries of supply remained ahead
of rapidly growing demand. Despite the best eftorts of the seven sisters to put a lid on
production, a glut of oil kept prices low. Unbeknownst to the Iranian government,
oil companies in the consortium that purchased NIOC’s production made a secret
side agreement to reduce Iranian volume in order to avoid a global glut of oil. Neither
the Shah nor NIOC knew about this agreement, which eftectively made Iran a swing
producer to maintain world oil prices.

Despite falling shoes, which could be looked upon as a premonition of what was to come,
this period also marked the zenith of oil company power. Oil companies had reinstated their
position in Iran even though their properties had been nationalized by preventing access to
the world market, the same stratagem used in Mexico. Mossadegh’s political demise served
as a warning to other interlopers. Notwithstanding the success of Hunt, Getty, Hammer,
and Mattei, there were limited opportunities for third parties to reach the market unless
they went through one or more of the seven sisters. The seven sisters exerted the power of
Rockefeller’s horizontal monopoly on a global scale. Table 5.1 lists the shareholders of the
various Middle East oil concessions on the eve of the 1973 oil crisis.

Nasser’s 1956 takeover of the Suez Canal did not affect oil companies as much as it
created fortunes for tanker owners. Because it took longer to get the oil around South
Africa, Humble Oil, the Texas subsidiary of Exxon, took advantage of the temporary
shortage of oil in Europe and hiked crude prices by 35 cents per barrel. This incurred the
wrath of Congress, which from a contemporary perspective appears ludicrous when price
changes of 35 cents per barrel are hardly noticeable. Of course, 35 cents per barrel of oil
at around $2 per barrel was a noticeably large percentage change. What this showed was
a major consuming government’s keen interest in keeping a lid on oil prices; in fact, one
might conclude that consuming governments depended on oil companies to keep a lid
on oil prices. Keeping communists out of the oil producing nations and keeping oil prices
low for consumers were the reasons why the US government never seriously pursued
antitrust actions against American oil majors, who clearly violated the Sherman Antitrust
Act when they cooperated with competitors to fix prices and control production. The
British government took a far more pragmatic view of the situation and did not share the
US government’s vexation with oil companies’ attempts to stabilize the price of some-
thing as critical to the world economy as oil.

Birth of OPEC

By the late 1950s cheap Soviet crude was cutting into the seven sisters’ markets in Italy,
India, and Japan. The seven sisters had to lower their prices in these nations to maintain
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Table 5.1 Shareholders” Ownership Percentage

Iran Consortium  Irag IPC  Saudi Arabia Aramco Kuwait KOC  Abu Dhabi Petroleum

BP 40 23.750 - 50 23.750
Shell 14 23.750 - - 23.750
Exxon 7 11.875 30 — 11.875
Mobil 7 11.875 10 - 11.875
Gulf 7 - - 50 -
Texaco 7 - 30 — -
Socal 7 - 30 - -
CFP 6 23.750 - - 23.750
Others* 5 5 - - 5

*Getty, Hunt, and Hammer for Iran Consortium and Mr. Five Percent (Gulbenkian) for IPC and Abu Dhabi
Petroleum.

their market presence, which, of course, meant lower profit margins. In 1959 Exxon
resolved that it must cut posted prices to oil producers to preserve its profit margin.
When other oil companies followed suit, Arab oil producers organized the first meeting
of the Arab Petroleum Congress, the fruit of private talks between the oil ministers of
Venezuela and Saudi Arabia. A second round of Exxon-inspired cuts provoked a stronger
surge of unity among the oil producers. Another meeting in 1960 of the oil ministers
of Saudi Arabia, Iran, Iraq, Kuwait, and Venezuela gave birth to the Organization of
Petroleum Exporting Countries (OPEC).> The purpose of OPEC was not to raise oil
prices, but to prevent further erosion of posted prices. The original unity of purpose was
gone by the second OPEC meeting in 1961, when a rough and tumble battle broke out
among OPEC members as each sought to garner a larger export volume at the expense of
others. OPEC was behaving no difterently than the earliest oil drillers in Pit Hole; it was
every man for himself as each strove to maximize revenue by maximizing production.

By no measure could OPEC be considered a success during the 1960s. There was
little coordination among members and politics kept getting in the way of negotiations.
Meanwhile new sources were coming on stream, such as Nigeria, putting more pres-
sure on OPEC. In 1965 OPEC failed at an attempt to gain control over future increases
in production just as it failed to gain control over current production. The seven sisters
meanwhile were trying to restrain production to prevent further declines in oil prices.
The irony is that, in only 10 years, OPEC would take over the oil companies’ role of
restraining production to control prices. Role reversal would not be a mirror image,
as OPEC’s idea of price in the 1970s would be radically different than that of the oil
companies in the 1960s.

The 1967 Six-Day War between Israel and Egypt sparked the first Arab boycott.
The war was over before the boycott had any effect, which was doomed anyway when
Venezuela and Iran refused to join. Formation of the Organization of Arab Petroleum
Exporting Countries (OAPEC) within OPEC in 1970 did not succeed in strengthening
the resolve of OPEC to bring order to the oil market. Order, of course, meant maxi-
mizing each member’s respective production volume to maximize revenue, which, all
the while, neglected price as a determinant of revenue. Oil company attempts to rein
in production to maintain prices, which varied for each member of OPEC, irritated oil
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producers who now had to contend with new production from Qatar, Dubai, Oman,
and Abu Dhabi.

In 1970, the Alyeska Pipeline Company was formed to handle the 1968 oil discov-
ery by Arco (then Atlantic Richfield) in Prudhoe Bay on the north slope of Alaska.
Compared to the Middle East exporters, this was expensive oil. Arco, short on crude,
viewed the development of the North Slope field as vital to its survival. Two other
major participants were Exxon and BP, the latter having acquired Sohio to gain greater
access to the US market. These two companies, with more cheap Middle East oil than
they wanted, did not need expensive North Slope oil. At first the environmentalists
were successful in blocking the building of an 800-mile pipeline to Valdez. Congress
set an interesting precedent by overriding environmental concerns in the wake of the
1973 oil crisis and authorized the construction of the pipeline. Alaskan oil began flow-
ing in 1977.

Another source of high-cost oil was the 1969 discovery of the Ekofisk oil field in the
Norwegian sector of the North Sea by Phillips Petroleum. This was followed a year later
by the BP discovery of the Forties field north of Aberdeen and the following year by the
Shell and Exxon discoveries of the Brent field off the Shetland Islands. The involvement
of Exxon, BP, and Shell in oil fields far more costly to develop than buying Middle East
crude, intentionally or unintentionally, could be interpreted as manifesting their concern
over the rising dependence on Middle East oil.

The 1973 oil crisis was not caused by a shortage of oil. Indeed, the greatest worry right
up to the eve of the crisis was how to keep new production from flooding the market,
further eroding oil prices. Producers fretted over anything that would shrink their export
volumes. The Shah of Iran wanted to increase export volumes in order to expand Iran’s
military power and develop its economy, and saw his role as guarantor of stability in the
Middle East, for which he had received President Nixon’s blessing. Other oil producers
had their agendas on why their export volumes should be increased.

1973 Oil Crisis

Figure 5.1 shows the growth of world o1l consumption from the beginning of the oil age
and OPEC production since 1960 in millions of tons per year (mmtpy).*

From the birth of the automobile age around 1900, oil consumption began to double
about every decade. Even the Great Depression did not dampen growth in oil consump-
tion, but the age of oil did not begin in earnest until after the Second World War, when
successive doublings really started to kick in (one penny doubled is two pennies, two
pennies doubled is four, doubled again eight, doubled again 16, doubled again 32). The
slopes of the curves for both world oil consumption and OPEC production appear about
the same from 1960 to 1973, which implies that nearly all incremental oil demand was
coming from OPEC nations. This can only happen if OPEC had an increasing share of
world oil production, which it did. In 1960 OPEC’s production was equivalent to 41
percent of world oil consumption, 45 percent in 1965, and 52 percent in 1973. Much
of the rapid growth in incremental consumption was in Europe and Japan, both in their
mature stages of recovery from the Second World War. While oil consumption growth in
the US was more subdued, nevertheless the US was heavily responsible for growth
in OPEC demand as it made the transition from being the world’s largest oil exporter
in the days of Rockefeller to the world’s largest oil importer after World War II
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Figure 5.1 Growth in World Oil Consumption and OPEC Production (mmtpy)

from declining domestic production. Figure 5.2 records the consequences of supply
lagging demand in thousands of barrels per day (000 Bpd).

The early 1970s was a period of rapidly rising US oil imports, of which a greater por-
tion was Middle East exports because incremental production from South America and
North and West Africa could not keep up with growing US demand. The 1973 oil crisis
halted growth in US consumption, and over 20 years were to pass before US consump-
tion would surpass its 1978 peak. Middle East production peaked in 1977 and did not
exceed that peak until 2003. Though the US is criticized as the energy hog of the world,
its share of the oil pie was far larger in the past. The US portion of world oil consump-
tion of 42 percent in 1960 declined by little over half to 20 percent in 2014, nearly the
same as Europe including the Former Soviet Union. Obviously, incremental growth
in oil consumption has been concentrated elsewhere—elsewhere being primarily Asia.
Asia, including Australia and New Zealand, consumes one-third of world oil. The largest
consuming nations in Asia are China at 12.4 percent followed by Japan at 4.7 percent
and India at 4.3 percent of world oil, collectively accounting for two-thirds of Asian
consumption. The US still remains by far the world’s largest consuming nation, but as
seen in Figure 5.2, US imports of 7.4 million Bpd are declining rapidly from success in
fracking oil. If North America is considered a single entity for oil production and con-
sumption, North America’s net imports of 4.6 million Bpd are less than China’s imports
of 6.8 million Bpd.

The high point of oil company ascendancy over national powers was the BP-inspired
embargo against Mossadegh that led to his downfall from power in 1953 and brought Iran
to heel. Between then and the 1973 oil crisis, there was a shift from a buyers’ to a sellers’
market that occurred without public fanfare. The question raised by Figure 5.1 is, why
did it take so long? Another way of putting it, from the consumers’ perspective, would
be that oil companies should be congratulated for keeping the lid on oil prices for as long
as they did. Yet there had to be an underlying unease with respect to the state of the oil
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market. Why else would major oil companies start searching for oil in such high-cost
areas as the North Slope and the North Sea?

The underlying shift from a buyers’ to a sellers’ market needed a precipitating event to
make it manifest. Actually, there were a series of events, starting with Colonel Gadhafi’s
successful military coup in Libya in 1969. At that time, Libya was supplying about one-
quarter of Europe’s needs with high-quality and low sulfur crude. Moreover Libya is
located on the advantageous side of the Suez Canal from the point of view of European
buyers. The Canal was closed in 1956 and reopened in 1957 when Nasser nationalized
it, then closed again in 1967 during the Israeli-Arab War, and was not reopened until
1975. Libya received no premium for its oil reflecting its quality and nearness to market.
Gadhafi was not to be cowed by the major oil companies’ resistance to a price change. In
1970 Gadhafi struck at the weakest link in the supply chain, the independents, particularly
those highly dependent on Libyan crude. Of these, the most dependent was Occidental
Petroleum. Gadhafi chose his target wisely.

Hammer pleaded with the majors to sell him replacement oil at the same price he
was paying for Libyan oil before Gadhafi raised his price. In their shortsightedness, they
offered Hammer higher priced oil. Facing a disastrous interruption to supply, Occidental
caved in to Gadhafi’s new price and tax demands, which were relatively modest from
today’s perspective. Flushed with victory, Gadhafi went after the majors. To everyone’s
surprise, the majors did not embargo Libyan crude and replace it from other sources as
they had with Mexico and Iran. Instead they capitulated to Gadhafi’s demands, a stiff’
price to pay for not coming to Hammer’s aid. The difference in reaction by the oil com-
panies to a price hike was a hint to producers that a fundamental change had taken place
in the market. The world was psychologically shifting from a buyers’ to a sellers’ market
long after the physical shift had occurred.

As a consequence of Gadhafi’s success, a hastily convened OPEC meeting in Caracas in
late 1970 agreed to higher minimum taxes and higher posted prices that, when announced,
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only made Gadhafi leapfrog with even greater demands, followed by Venezuela. This
infuriated the Shah, who viewed Gadhafi as a challenge to his leadership. To shore up
the resistance of independents to further OPEC demands, the majors agreed that appro-
priately priced replacement oil would be provided to prevent more independents from
caving in to producer demands. It was too late.

With US government support, oil companies attempted to get oil producers to agree
to common terms and to moderate their demands, that is, to get control over Gadhafi.
A meeting was held in Tehran in 1971 attended by delegates from the oil producing
nations, oil companies, and the US State Department. The Shah insisted that Libya and
Venezuela not attend. The majors hoped that the presence of the State Department
would aid in their negotiations, but it proved to be a weak straw. The State Department
wanted to avoid a confrontation between oil companies and producers because of its
policy for Iran and Saudi Arabia to act as regional police to suppress Communist-inspired
radicals. The State Department and oil majors were not on the same page. Similarly
government representatives of several European nations and Japan proved equally inept
at influencing the outcome. Without strong government backing, and considering the
importance of OPEC oil in the general scheme of things, oil companies made no new
demands and shifted their approach from confrontation to a call for moderation. It was
now a matter of damage control.

The capitulation of oil companies to oil producers was the final piece of evidence that
convinced oil producers that the market had indeed shifted in their favor. One top oil
executive publicly quipped that the buyers’ market was over, not the wisest remark to
make under the circumstances. The agreed price increase in February of 1971 was an extra
30 cents per barrel on top of the posted price, escalating to 50 cents per barrel in 1975.
This price adjustment held for the Gulf producers; now a meeting was necessary with
Libya. A separate Tripoli agreement, signed six weeks after the Tehran agreement, called
for a higher price for Libyan oil without Libya providing a similar guarantee on future
price hikes as contained in the Tehran agreement. The Shah was infuriated by Gadhafi’s
leapfrogging once again over what he had already agreed with the major oil companies.

Whereas the 1960s were years of worry over looming oil gluts, the early 1970s were
years of growing concern over a potential shortage, a reversal of the change in perception
that had occurred between the early and late 1920s. This change in sentiment spurred
oil producers to increase their demands for part ownership of their natural resources in
the 2-year hiatus between the Tehran agreement and the oil crisis of 1973. Oil producers
felt that the original concessions granted to oil companies belonged to a bygone age of
colonialism and imperialism. They wanted to move into the modern era and control their
national resources through joint ownership rather than merely collecting taxes and royal-
ties on their exports. Oil producers initially favored joint ownership with oil companies
over nationalization because nationalization removed oil companies’ incentive for making
money in the upstream, or production, side of the business. By limiting their profits to the
downstream side of refining and marketing, oil companies would only be interested in
buying crude at the cheapest price and oil producers would be back to undercutting one
another as the only way to attract oil companies’ attention.

Joint ownership turned out to be an idle thought. British withdrawal of their military
presence from the Middle East in 1971 created a power vacuum that allowed Iran to seize
some small islands near the Strait of Hormuz. As the world focused on Iranian aggres-
sions, Gadhafi took the opportunity to nationalize BP’s holdings in Libya along with
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Bunker Hunt’s concession, and then 51 percent of the remaining concessions, including
Hammer’s. Algeria and Iraq joined in the frenzy of nationalizing oil assets. In early 1973
the Shah announced his intention not to have NIOC renew its operating agreement with
the oil companies when it expired in 1979 and to transform NIOC from a domestic oil
producer into a major global oil company.

By making separate deals with oil companies, oil producers were fast learning how to
play one of the seven sisters off another just as effectively as the seven sisters used to play
one producer off another. Oil companies were beside themselves as their oil fields and
physical assets were transferred from their books into the books of oil producers. They
were at loggerheads over a common approach that would minimize their loss of power
and enable them to obtain restitution. Their appeals to the US government for help were
interpreted as a sign of weakness by the oil producers. Then independent oil companies
broke ranks with the seven sisters and began a bidding war to assure their oil supplies,
another sign of weakness. The imposing facade of oil company power was being exposed
for what it was: an imposing facade.

With governments standing helplessly aside, oil companies prepared to meet with
OPEC producers in Vienna in October 1973. The meeting took place just as Syria and
Egypt invaded Israel, hardly an auspicious omen. The meeting broke down when oil
producers demanded a price hike to $5 per barrel. Oil companies played a weak hand
and tried to refer the matter to their respective governments before making a formal
reply. Oil companies had never appealed to their governments for permission before, so
why now unless they were in desperate straits? Shortly after, in mid-October, King Faisal
delivered an ultimatum to Nixon for immediate cessation of US military aid to Israel or
face an embargo. The ultimatum arrived just as the US Senate had overwhelmingly voted
to send reinforcements to Israel.

Events were now entirely out of the hands of oil companies and consuming nations. In
quick response to the continued US military support of Israel, members of OPEC meet-
ing in Kuwait unilaterally raised the price of a barrel of oil from $3 to $5, accompanied
by a 5 percent cutback in production. The oil weapon, mentioned in the past, was now
taken out of its sheath for the first time. The production cut was intended to sway the
US not to continue supporting Israel. Then, three days later Saudi Arabia announced a
10 percent cutback in production plus an embargo of oil to the US and the Netherlands,
the oil gateway to Europe. This embargo had to be carried out by the oil companies
themselves, even though a majority of them were US companies. Of course, Saudi Arabia
could not stop oil companies from supplying oil to the Netherlands and the US from
other sources. Nevertheless the embargo created a hiatus in oil moving into the US,
resulting in long lines at gasoline stations in November only a month later. The irony was
that on October 21, when the embargo went into effect, Israel agreed to a ceasefire. But
Humpty Dumpty of the old world could not be put back together again. Oil companies
made fruitless attempts to regain control over market prices. The first oil shock reached
its apogee in December, when Iran conducted an auction, which of itself manifested oil
company loss of control. During the auction, independents panicked over oil supplies,
bidding the price up to a high of $17 per barrel.

One argument advanced for raising oil prices by producers was the fact that European
governments collected more in taxes on a barrel of crude than what they received for
selling a finite and depleting resource (this relationship still holds). Another was that oil
displacing coal proved that oil was underpriced with respect to coal. Hence it was in the
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long-term interests of energy consumers to reinstate coal as a source of energy. According
to the Shah, this could be accomplished if crude were priced at $11.65 per barrel, the
price necessary to make oil products from coal and shale oil at that time. The benefit to
consumers was that a higher price of oil would cut oil consumption and postpone the
time when the world would run out of oil.

The Shah was absolutely right. If the oil crisis had not happened and oil consump-
tion kept doubling every decade, there would have been four more doublings between
1973 and 2013. World oil consumption averaged 2,750 million tons in 1973/1974,
which, if doubling every decade held, would be 5,500 million tons in 1983, 11,000
million tons in 1993, 22,000 million tons in 2003, and 44,000 million tons in 2013
compared to 4,127 million tons actually consumed in 2013, less than 10 percent of pro-
jected exponential growth! An oil crisis was inevitable at some point because there was
no way for production to continue doubling every decade to keep up with demand—a
perfect illustration of the nonsustainable nature of exponential growth. Any system that
doubles every decade is doomed to break down or explode or implode—take a choice.
It is interesting that there has not been even a single doubling in consumption in
the 40 years since the oil crisis; in fact, current consumption is “only” up by 50 percent
from 1973.5

As the Shah was justifying why oil prices had to be increased, an oil auction held in
Nigeria fetched a whopping $23 per barrel, although the winner did not show up to take
delivery. At the end of 1973, with an OPEC meeting to determine the appropriate price
for a barrel of oil, the Shah unilaterally announced a price of $11.65 per barrel, much to
the chagrin of the other producers.® Even though the Shah would be accused of modera-
tion in a sea of immoderation by other producers, his price still represented a doubling
of the then-posted price and a quadrupling of the posted price only a few months earlier.
He accompanied his announcement of the new price with the warning that Western liv-
ing styles would have to change and everyone would have to learn to work harder. The
world no longer had to face a cartel of oil companies, but a cartel of oil producing states.
The greatest transfer of wealth in history was about to occur.

First Occasion for High Oil Prices

Figure 5.3 shows the history of oil prices in constant dollars and dollars of the day. Dollars
of the day are actual prices of oil paid at points in time. Constant dollars reflect the pur-
chasing power of 2014 dollars. Crude prices expressed in constant 2014 dollars are higher
than in current dollars or dollars of the day, reflecting loss of purchasing power from
inflation. In 1979/1980, crude prices were about $37 per barrel in dollars of the day or
current dollars, whereas in constant 2014 dollars, prices were $106 per barrel, reflecting a
two-thirds loss of purchasing power of the US dollar in the interim.

Although the peak price in 2008 was $147 per barrel in current dollars that occurred in
a single moment of time, the average annual price shown in Figure 5.3, reflecting prices
throughout the year, was $97 per barrel in current dollars and $107 per barrel in constant
2014 dollars. In constant 2014 dollars, the highest annual average price occurred in 1864,
when prices averaged $122 per barrel. This explains a lot about the frenzy in Pit Hole.
With Rockefeller in control by 1880, oil prices in terms of 2014 dollars averaged $22
per barrel, ranging $15-$39 per barrel until 1930. Thus, oil prices were fairly stable for a
half century. The period 1930-1960 saw another 30 years of essentially constant prices,
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Figure 5.3 History of Crude Oil Prices ($/bbl)

although lower, averaging $17 per barrel, ranging $10-$20 per barrel, again in 2014
dollars. From 1960 up to 1972 was the absolutely worst period for oil producers, with an
average price of $13 per barrel, ranging $11-$15 per barrel. It is ironic that the oil pro-
ducers were facing the lowest prices in history in real terms while export volumes were
virtually exploding. As long as exploding export volumes stayed ahead of exploding import
volumes, oil companies could maintain the upper hand. As soon as exploding export vol-
umes fell below exploding import volumes, which happened when Saudi Arabia imposed
its embargo, all hell broke loose. The free market works on the principle that when supply
exceeds demand, prices fall to the marginal producer—how fast they fall depends on the
degree of oversupply; when demand exceeds supply, chaos prevails. Pricing in the free
market economy is somewhat predictable when supply exceeds demand in that prices will
eventually decline to the marginal producer, but pricing is entirely unpredictable when
demand exceeds supply. The free market is not a place for the faint of heart.

After the 1973 price hikes, the Shah now had the means to make Iran the military
powerhouse of the Middle East and NIOC a global oil powerhouse while pursuing the
economic development of the nation including important social advances such as mak-
ing education and professions accessible to women. Rather than giving him the means
to fulfill his grandiose dreams, all he got for the financial bonanza was exile (he went on
a vacation from which he never returned in early 1979). The Iranian Revolution, which
broke out in 1978 as national strikes, ended in 1979 with the ascendancy of Khomeini,
a cleric with a decidedly anti-Western bent. The Iranian Revolution marked the second
oil shock when cessation of Iranian crude exports of over 5 million barrels per day (Bpd)
caused oil prices to climb precipitously to $37 ($106 in current dollars) per barrel on an
average annual basis, prices that would not be seen again until 2004, in terms of dollars of
the day, but not until 2008 in constant dollars.

Cessation of Iranian production and accompanying panic buying and hoarding brought
about a reoccurrence of long lines of automobiles at gasoline filling stations. As Khomeini
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was finding his way around Tehran, Saddam Hussein staged a coup making himself dicta-
tor of Iraq. Two years later, in 1981, Saddam cast his eye on Khomeini’s army, whose
weapons were no longer being supplied by the US, and whose officers, commissioned by
the Shah, had been purged and replaced by loyal, but untrained, revolutionaries. Saddam
decided that Khomeini’s army, unlike the Shah’s, was no match for Iraq’s army, newly
equipped by the Soviet Union, and so he invaded Iran.’

‘While Iranians and Iraqis were waging war and Saudi Arabians were having problems
digesting their newfound wealth, changes in the world of energy were at work that would
come back to haunt the oil producers. Among these was a worldwide economic decline
that reduced overall energy demand. High oil prices instigated a desperate search for
alternative sources to oil, leading to a resurgence of coal, an accelerated pace in building
nuclear power plants, and a greater reliance on natural gas and anything else not called oil,
including woodburning electricity generating plants. There were great gains in energy
efficiency where cooling a refrigerator, heating a home, and running an automobile,
truck, locomotive, marine, or jet engine could be achieved with significantly less energy.
Conservation of energy took the form of keeping indoor temperatures higher in sum-
mer and lower in winter made more tolerable by wearing warmer clothing, driving the
family car fewer miles, and recycling energy intensive products such as glass, aluminum,
and paper. Companies set up energy managers to scrutinize every aspect of energy use in
order to identify ways to reduce consumption.

In addition to slashing demand, high-priced oil caused an explosion in non-OPEC
crude supplies, best exemplified in the North Slope of Alaska and in the North Sea. The
North Slope of Alaska is an inhospitable place to develop and operate an oil field and
necessitated the construction of an 800-mile pipeline to the port of Valdez over moun-
tain ranges and tundra. North Slope production peaked at 2 million Bpd a few years after
the pipeline started operating in 1977 and went into a slow, but inexorable, decline as
government permission was not forthcoming in drilling more wells to sustain production.
The North Sea was an even greater challenge with its hundred-knot gales and hundred-
foot seas. Floating oil drilling platforms explored for oil in waters a thousand feet deep.
“Oceanscrapers,” structures higher than the Empire State Building, were built on land
and floated out to sea on their sides. The location of the site was selected by analyzing
exploratory well results for the optimal tapping of an oil reservoir. When on site, platoons
were flooded (carefully) for an oceanscraper to first upright itself and then sink under
controlled conditions. More water was added to the platoons as it sank to increase its
sinking rate. A prescribed momentum was necessary for the oceanscraper to bury itself
in the bottom at a designed depth to ensure that it remained upright in an ocean envi-
ronment. Then production wells would be drilled from the oceanscraper to become a
production platform. North Sea oil started with 45,000 Bpd of output in 1974 and grew
to over 500,000 Bpd in 1975, to 1 million Bpd in 1977, to 2 million Bpd in 1979, to
3 million Bpd in 1983, and eventually peaking at 6 million Bpd in the mid-1990s. Every
barrel from the North Slope and the North Sea was one barrel less from the Middle East.

Pricing After the Oil Crisis

Oil exporters attempted to dictate prices after the 1973 oil crisis, but continually chang-
ing prices implied that OPEC could not control price as well as the oil companies had.
With oil prices fluctuating widely, no one knew, including oil producers, what would be
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tomorrow’s price. This provided speculative opportunities for traders who tried to outwit
or outguess oil producers. All they needed was a place where they could place their bets.
Once the traders started placing bets, the buyers and sellers of oil had an opportunity to
hedge their investments against adverse price changes.

Future and forward contracts of commodities with wide price swings were already
traded, providing buyers with a means to hedge against the risk of a rising price and sell-
ers a means to hedge against the risk of a falling price. The first futures were traded in
grain in the nineteenth century. Before the advent of futures, farmers would ship their
grain to Chicago and prices would collapse from supply overwhelming demand. Grain
prices fell so low that unsold grain was left to rot. Farmers were not getting a fair price
for their hard work. Then months later, grain prices would soar from supply falling short
of demand. People were not paying a fair price for their bread. Once a futures market
was established and sufficient grain storage facilities built, grain growers could short the
futures market and lock in their revenue, whereas bakers could buy futures and lock in
their costs. Futures and storage capacity stabilized prices in the cash market, serving both
the interests of buyers and sellers. Futures then spread to other agricultural products and
industrial metals to stabilize prices, provide a means of hedging against price swings, and
function as chips in a gambling casino for speculators, whose buying and selling add depth
to the market. Up until the 1970s there was no reason to have futures in gold and in
interest and currency exchange rates, as these were essentially fixed by government fiat.
As governments lost control over gold prices and interest and currency exchange rates
during the 1970s, future contracts were developed to help buyers and sellers deal with the
risk of price and rate volatility.

When oil companies controlled oil prices within a narrow range, there was no point in
having futures. When they lost control over pricing, and with oil prices gyrating widely
from a combination of oil producer greed, political instability, and Middle East conflicts,
it was only a matter of time before someone would create a futures contract in oil. The
New York Mercantile Exchange (NYMEX), with a long history in butter, cheese, eggs,
and potatoes, needed a new trading commodity to keep its doors open. In the early 1980s
NYMEX started trading futures in heating oil, then gasoline, and finally crude oil. First
attracting primarily speculators, soon oil companies as buyers and oil producers as sellers
started trading. The development of a cash and futures market spawned contracts that
could be settled in monetary or physical terms. New contracts in market crudes expand-
ing from West Texas Intermediate to a variety of specific crudes in the Middle East, West
Africa, and the North Sea offered traders a much wider spectrum of opportunities. Cash
and futures markets started to erode oil producers’ direct control over price. Since the
mid-1980s the primary determinant of oil prices has been the relationship between supply
and demand, with supply as the control lever firmly in OPEC’s hands. OPEC attempts to
influence price by cutting back or expanding production, and in this indirect way aftect
oil prices, a practice put into place in the 1920s by oil oligarchs and the Texas Railroad
Commission in the 1930s. The circle was complete with the reversion to the age-old
practice of manipulating supply to affect price.® But the single control lever of production
quotas was not quite as responsive because of the shrinking share of OPEC exports in
relation to world production.
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End of High Oil Prices

With consumers doing everything they could to reduce oil consumption and with econo-
mies crumbling under the weight of high oil prices, Middle East exports fell precipitously,
as seen in Figure 5.4.

The 12 current OPEC members are Algeria, Angola, Ecuador, Iran, Iraq, Kuwait, Libya,
Nigeria, Qatar, Saudi Arabia, the United Arab Emirates, and Venezuela, with Middle East
production currently making up 78 percent of OPEC production. Figure 5.4 shows pro-
duction and domestic consumption of Middle East oil, with the difference representing
Middle East exports. Middle East exports satisfied 28 percent of world oil consumption
in 1970 and peaked at 37 percent in 1974. It remained between 31 and 37 percent from
1971 to 1979, then precipitously declined to 13 percent in 1985. From there it recovered
to 22 percent in 1998 and remained between 21 and 24 percent since then, with the
2014 share being 22 percent. These figures differ from previous figures of OPEC produc-
tion compared to global consumption because OPEC includes non-Middle East members.
Furthermore Middle East oil exports have been netted of domestic consumption.

Every OPEC and non-OPEC producer operated full out (shades of Pit Hole and
Spindletop), taking advantage of the price bonanza to maximize revenue after the 1973
crisis. As time went on and demand began to drop from nations reacting to high oil
prices, it was becoming increasingly difficult to maintain price. There had to be a swing
producer to maintain a balance between supply and demand to keep prices high and, as
Figure 5.5 clearly shows, that swing producer was Saudi Arabia.

Saudi Arabia’s production was initially boosted as replacement crude during the
Iranian Revolution in 1978 and 1979 and during the early years of the Iran—Iraq War.
After production in Iran and Iraq was restored, Saudi Arabia had to cut back sharply to
maintain price. Those holding huge inventories in anticipation of further price increases
had a change of heart when some semblance of order was restored and prices began to
decline. Liquidating excess inventories caused OPEC oil demand to slump just as panic
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Figure 5.4 Middle East Production versus Consumption (000 Bpd)



The Story of Big Oil 199

12,000 " . r
Saudi Arabia Compensating for
Loss of Iranian Production
. r—
10,000 Start of Oil Crisis The World's Sole
/ Swing Producer
8,000
Production
6,000
Exports
4,000
Extrapolating ™~
to Oblivion ~==\,
2,000 - \\
1965 1970 1975 1980 1985 1990

Figure 5.5 Saudi Arabia Oil Production, Exports, and Consumption (000 Bpd) 19651990

buying and hoarding caused it to jump, illustrating how changes in inventory sentiment
can affect supply and, hence, price. With OPEC members producing full out, Saudi
Arabia had to cut production again and again to keep prices from eroding further.
Saudi Arabia was now playing the same historical role played by the US when the Texas
Railroad Commission had the authority to control production to maintain oil prices. The
US ceased being a swing producer in March 1971 when the Commission authorized full
production for all wells under its jurisdiction—another noteworthy sign of the transfor-
mation from a buyers’ to a sellers’ market.’

From the perspective of 1985, cessation of Saudi Arabian exports was just over the
horizon that could be pinpointed by simply extending the trend line. The days of being
the world’s swing producer were about to end. Something had to be done to prevent
Saudi exports from collapsing. In 1985 Saudi Arabia unsheathed the oil weapon, not
against the consuming nations, but against its fellow OPEC members. Rather than raise
prices by cutting production as in 1973, Saudi Arabia opened the oil spigot and flooded
the market with oil, forcing oil prices to collapse below $10 per barrel, threatening to
financially wipe out OPEC. Saudi Arabia then invited its fellow producers to sit around
a table to reach agreement on production quotas and a mechanism for sharing produc-
tion cutbacks whereby Saudi Arabia would cease being the sole swing producer. The
cartel would now act as a cartel. These episodes in 1973 and 1985 clearly showed that
while price may be determined by the relationship between supply and demand as taught
by traditional economics, in oil, supply is a control lever to establish its relationship to
demand, and hence influence price. Saudi Arabia has demonstrated its willingness on
several occasions since 1986 to unsheathe the oil weapon to lower or raise prices in a less
draconian fashion to discipline erring OPEC members or to maintain price stability as
circumstances dictated.

A cartel is a small group of suppliers with a share large enough to control the market
and having an organizational will to divide the market among themselves. A mechanism
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has to be in place for determining the size of the quota for each member, with a means
to identify violations and punish violators. Enforcement of cartel decisions is under the
control of the cartel, not an individual member. A cartel has the power to prevent prices
from becoming too high that would erode its market and encourage substitution or too
low to be financially painful for cartel members. On nearly all these markers for a car-
tel, OPEC is not a cartel comparable to other cartels such as exist for diamonds, coftee,
bauxite, tin, and rubber. But this is not to discount OPEC’s influence over prices, even
if not all-encompassing. '’

Era of Moderate Oil Prices

The era of moderate oil prices began after Saudi Arabia sheathed its oil weapon in 1987.
Immediately world and US consumption began to increase (Figures 5.1 and 5.2) along
with OPEC (Figure 5.1) and Saudi Arabia (Figures 5.4 and 5.5) production. What hap-
pened to energy conservation and efficiency? By the mid-1980s most of the means to
achieve energy conservation and efficiency were in place. Energy conservation and effi-
ciency are noble undertakings; wasting a nonreplenishable resource cannot be justified.
But the dark side of energy conservation is that it only works when prices are high. If
energy conservation and efficiency succeed in decreasing demand to the point where
prices fall, then it becomes a different ball game. Suppose an individual buys a fuel-
efficient car when the price of gasoline is high. The individual is using less gasoline. If
repeated over millions of individuals, reduced consumption may be sufficient for the
price of gasoline to fall. Once gasoline is cheaper, there is a temptation to take an addi-
tional vacation trip, perhaps as a reward for having a fuel-efficient automobile, which,
when repeated millions of times over, increases gasoline consumption.

A house has been insulated, and the temperature is lowered to consume less heating oil
in winter. If repeated in millions of homes, the cut in consumption may be sufficient to
cause the price of heating oil to decline. When this occurs, the temptation is to increase
the indoor temperature for greater comfort, causing heating oil consumption to rise. Fuel-
efficient jet engines cut jet fuel consumption. If the airline industry converts to fuel-efficient
jet aircraft in response to high fuel costs, reduced consumption eventually cuts the price
of jet fuel. Savings in jet fuel justify the purchase of fuel-efficient aircraft. Suppose that fuel-
efficient jet aircraft are underemployed from airlines buying too many aircraft. With low jet
fuel prices, the temptation is to take advantage of savings in jet fuel to underwrite a discount
in airline fares to attract more business. Cheaper fares encourage more passenger traffic and
thus more flights, increasing jet fuel consumption. Likewise as jet fuel prices fall, fresh fruits
and vegetables can be flown from far-distant New Zealand and Chile, and flowers from
Colombia to Europe and the US, at a cost that the market can bear. Lower priced tickets
and increased food and flower shipments cause jet fuel demand to rise, negating the benefit
of conservation and efficiency in reducing consumption.

If conservation and efficiency succeed in cutting demand to the point where energy
prices decline, then lower cost energy will reinvigorate consumption, closing the gap
between usage and what was consumed before conservation and efficiency measures were
put in place.!" This phenomenon is clearly seen in Figures 5.1, 5.2, and 5.5—a quintes-
sential example of a negative feedback system. Ultimately conservation and efficiency are
self-defeating, which does not mean that energy conservation and efficiency should be
discarded. What it means is that high prices have to be sustained in order to maintain the
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benefits of conservation and efficiency, and provide incentives for people to continue
practicing conservation and improving efficiency.

Second Occasion for High Oil Prices

The second time for high oil prices was from 2007 to late 2008 with the all-time record
price of $147 per barrel (average price would of course be lower), the highest since 1865
in constant dollars. Pseudo-economic growth fueled by enormous debt acquisition by
US consumers resulted in greater crude oil consumption. Asian oil growth was fueled by
China transforming itself from depression-level economic egalitarianism under commu-
nism to Manufacturer of the World under capitalism. This growth in economic activity
occurred throughout Asia to varying degrees. While there is an enormous difference in
the degree of permanence between economic activity spurred by acquiring debt or by
producing goods and services, the outcome of both is higher energy consumption. Spare
capacity for the OPEC producers fell to about 1-2 million barrels per day at this time,
a far cry from the late 1970s/early 1980s when Saudi Arabia could make up for the ces-
sation of exports from Iran of nearly 6 million barrels per day and still have capacity to
spare. A low level of spare capacity is just another way of saying that demand is getting
too close to supply, which introduces price instability. Price instability was described
in Chapter 2 with regard to electricity rates in California when Enron intentionally cut
electricity supply to California and again in this chapter when Saudi Arabia intentionally
cut oil supply to the US and the Netherlands.

Inventory Accumulation and Liquidation Affects Price

During the upswing in prices in the latter part of the 1970s, oil companies and traders
anticipating further price increases scrambled to build up inventories. Removing oil from
available supply to store in tanks rather than satistying demand affects price. In fact, if
inventory accumulation continues over a long enough period of time of shunting sup-
ply to storage at a significant pace, a rising price may become a self-fulfilling prophecy.
As long as the feeling that price will continue to rise, market participants are tempted
to expand inventories far beyond what’s needed to handle normal variation in demand.
When price begins to weaken, as it did in the early 1980s, holding on to inventories
for a higher price is no longer wise, but foolish in the eyes of investors and specula-
tors. Wholesale liquidation of bloated inventories adds to supply weakening price, which
if carried out with enough conviction becomes another self-fulfilling prophecy. This
behavior on the part of investors and speculators is not unique to the crude market, but
all commodity markets. However, the same phenomenon of inventory accumulation and
liquidation occurs if OPEC is too slow in adjusting production to changing demand. If
demand for oil begins to fall, and OPEC keeps supply unchanged, extra production will
accumulate as inventory; if demand for oil begins to rise, and OPEC does not respond,
then production failing to meet demand will drain inventory. This makes it difficult to
pin the primary responsibility for price changes on those accumulating or liquidating
inventories or on those with their hands on the supply control lever reacting too slowly.
OPEC’s capacity to adjust supply does not operate like a light switch. A great deal of
time-consuming communication is necessary to develop consensus among oil ministers.
Moreover it is necessary for oil ministers to ensure concurrence from OPEC’s respective
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heads of state before production can be curtailed or expanded as a group activity. Further
complicating the negotiations is that OPEC is not entirely a cohesive group, as seen by
members who routinely cheat by exporting more than their allowed quota.

Futures as a Substitute for Investing in Commodities

Futures are supposed to be a risk mitigation tool—this is the historical reason for creat-
ing them. Futures reduce a loss from a price decline for producers and a price hike for
consumers. If a producer of any commodity with a futures market shorts (sells) futures,
and if the commodity price declines, loss of revenue in selling the physical commodity
is mitigated by gains in the paper commodity. For consumers of a commodity, buy-
ing futures is a way of mitigating a loss from rising prices. Losses incurred in paying
a higher price for the physical commodity are mitigated to the extent of profiting in
the paper commodity. The cost of hedging wrongly (shorting futures when price then
rises or buying futures when price then falls) can be considerable in the sense of either
foregoing profits or foregoing cost savings, but not in going out of business. Buying and
selling futures by speculators provide sufficient market depth for commodity suppliers
and consumers to carry out their risk mitigation plans or to offset hedged positions on
the wrong side of the market. Speculators can go bankrupt if they find themselves on the
wrong side of a market.

Buying and selling futures with a cash settlement rather than a physical settlement
can be viewed as side bets on what happens in the cash market. As side bets, futures
should in theory have minimal impact on cash prices for a commodity. Settling a
futures position in cash when it expires is simply a transaction between the buyer and
the seller of a futures contract—a settlement of a side bet or wager with no relation
to the physical market. It is the same as two individuals betting whether the market
will go up or down on a daily basis. Their settling accounts at the end of the day does
not affect the market. But what if there is a change of attitude and buying futures
becomes an investment vehicle in addition to a risk mitigation tool? This is what hap-
pened during a prolonged upward trend in oil prices from 1998 to 2008, which drew
Wall Street attention of buying either the commodity itself or rolling over futures in
the commodity to profit from what appeared to be a continuing and perhaps never-
ending escalation of price. Pension plans rarely invest in commodities, preferring bonds
as a means of providing future benefits to plan participants. This time pension funds
joined hedge funds and followed Wall Street advice to take a position in a commodity.
‘While buying physical oil 1s an investment choice, most preferred paper oil. Physical
oil required 100 percent cash to purchase oil, which then had to be stored, generating
both interest and storage fees. Paper oil required only 5-10 percent margin with no
obligation to take delivery. A 5—10 percent price increase doubled the investment with
paper oil while generating only a 5-10 percent gain on physical oil less interest and
storage costs. Of course a decline of 5-10 percent would wipe out the paper holder
while the physical holder would suffer a manageable loss. People investing in futures
must keep their trigger fingers ready in case the market moves against their position.
But as long as there is a general price escalation, futures can be rolled over when they
expire with the cash proceeds reinvested in new futures. Hence futures are transformed
from risk mitigation to a substitute investment in physicals. At this point, cash settle-
ment of futures has no impact on the cash market for the physical.
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Supply and demand in Economics 101 held sway as growing demand for futures as
a quasi-long-term investment pushed up the prices of paper oil in relation to physi-
cal oil, known as a market in “contango.” The spread between the paper and physical
market, the price of futures with respect to the cash price of oil, became wide enough
for investment bankers and fund managers to invest in profitable and riskless arbitrages.
Arbitragers bought oil for cash, usually on borrowed funds, and placed purchased oil in
shore side storage tanks; or if none were available, in more expensive floating storage by
chartering tankers. At the same time, they would short (sell) 90-day (or other duration)
futures contracts to investors who intended to roll over the futures when they expired.
There was no risk for the arbitragers because, in effect, buying and selling a position
was accomplished in one fell swoop. Whatever might be the actual cash price when the
futures contract expired was immaterial from the point of view of the arbitragers as the
futures contract fixed the selling price. But this would not be true for those who pur-
chased futures as a substitute for investing in the physical who bore the financial risk, and
opportunity, of the cash price differing from the futures price on expiry of the futures
contract. However, for an arbitrager to profit from a fully hedged position, the spread
between cash and futures markets had to be wide enough to cover the cost of capital
invested in oil plus storage costs. Once this breakeven spread was exceeded, arbitragers
would make money with no risk of loss, and if oil is purchased with borrowed funds, no
cash investment other than interest.

Now there is a relationship between the futures contract and the cash market for the
physical. What is the impact on the physical price of oil when a portion of its available
supply is withdrawn from the market and stored in shore side and floating tanks until
their associated futures expire? This is no different than hedging against a price increase
by inventory accumulation. Shouldn’t a portion of supply immobilized by physical oil
covering paper oil affect prices just as inventory accumulation affects prices? Economics
101 states that removing supply should increase price with no change in demand. If done
to excess, continual removal of oil from the market either by inventory accumulation or
taking riskless arbitrage positions could become a self-fulfilling prophecy of ever-rising
prices. This would encourage more buying of futures as a substitute for the physical
opening up of more opportunities for arbitragers. How much of the upward sweep of
prices reflected oil producers and consumers making deals in a public marketplace in an
environment of growing consumption? And how much was price simply responding to
diminishing supply by withdrawing oil from the physical market to either expand inven-
tories in the physical market or cover arbitrage positions in the paper market?

The answer to this question requires a knowledgeable person with the authority and
access to underlying data to measure the relationship between physical oil available for
sale to that tied up in inventory to cover arbitrages in paper oil. One major investment
house made such an assessment and opined that every million barrels tied up in storage
increased the cash price by 10 cents per barrel. In February 2012 when crude oil futures
contracts covered 233.9 million barrels of oil, the estimated price escalation was a whop-
ping $23.39 per barrel, which, if true, the then current price of $108 per barrel would
have been about $85 per barrel in the absence of speculative futures trading.'* A Saudi
Arabian oil minister about the same time noted, perhaps self-servingly, that conventional
supply and demand analysis could not support high oil prices and therefore the cause
of high prices can be blamed on speculative pressures, not oil producer greed.” During
times of large volume arbitrages, tanker rates rose as a consequence of reduced tanker
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supply for carrying cargoes. While oil futures may or may not have influenced cash prices
for oil, they certainly influenced cash prices for tankers."

Oil Prices Vulnerable to Manipulation

Any commodity is subject to manipulation under the right conditions. A great amount
of oversight is exercised by regulatory bodies to ensure that prices reflect supply and
demand, not the whims of a manipulator. In the US, regulators overseeing the spot
natural gas and electricity markets become nervous when a single participant represents
25 percent or more of transactions. The fear is that a large-scale market participant may
throw his or her weight around to influence price one way or the other; that is, manipu-
late the market. Even with regulatory authorities standing guard over an exchange in a
single nation, trading commodities from some presumably unregulated offshore location
with sales channeled through one exchange and purchases through another may escape
regulatory scrutiny. A trader hiding his or her actual intent may be entirely legitimate in
that the trader is trying to accumulate or liquidate a large position without alerting mar-
ket participants. Or it could be a trader attempting to carry out some nefarious plan to
hoodwink others without alerting regulatory authorities.

Rumors abound of price manipulation by playing paper against physicals. The fol-
lowing unsubstantiated rumors were reported, though not confirmed. They’re offered
simply to provide examples on how it would be feasible to manipulate price for gain as
long as the manipulator had the desire, motive, power, position, and means to do so.
Saddam Hussein was rumored to have purchased oil futures for his personal account,
then ordered a reduction in Iraqi production to cause world oil prices to rise, manipu-
lating the market for his personal gain at the expense of his people. Another rumor of
price manipulation was a group of ship owners who purchased freight rate futures and
then refused to charter their vessels. By cutting supply, freight rates rose and the owners
made more money on their paper or virtual fleets than losses from idling their physi-
cal fleets. Still another rumor was a pool of Wall Street speculators who, as call writers,
sold a large volume of naked call options on a relatively thinly traded stock. Then they
dumped physical stock before the exercise day to lower its price below the strike price.
Call writers were able to profit by the inability of call buyers to exercise their options,
which, had they been able, would have forced the call writers to buy stock to cover their
naked calls. They avoided this potential loss by manipulating price to prevent exercise
of the options. Since the options were not exercised, the call writers kept the proceeds
from selling calls. Needless to say, price rapidly rose after the expiration date as call writ-
ers purchased back stock they had previously dumped. Any losses taken on the stock
(the physical transaction) were more than made up by keeping the premiums on writing
naked calls (the paper transaction).

‘When an individual buys a futures contract, someone has to short the futures contract
to bring it into existence. It may not be in the interest of the individual, often an invest-
ment banking firm, who created a futures contract for it to be exercised. Paper exceeding
the physical by a factor of hundred or more encourages manipulation by dumping the
physical to depress the value of the futures, which for highly leveraged investors on the
long side forces liquidations, allowing futures writers to profitably close out their posi-
tions. While the normal presumption is that manipulation is to artificially inflate prices,
manipulation may be to artificially depress prices.
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Oil Prices and Delusional Madness

Delusional madness is where investors blindly make one-sided bets that can strongly
affect prices. In 1841 Charles Mackay wrote Memoirs of Extraordinary Popular Delusions and
Madness of Crowds with the purpose “to collect the most remarkable instances of those
moral epidemics which have been excited, sometimes by one cause and sometimes by
another, and to show how easily the masses have been led astray, and how imitative and
gregarious men are, even in their infatuations and crimes.” Delusion and mania can be
epidemic in scale, spreading through the investing public at an astonishing pace.

In 1593 a botanist brought some tulip bulbs from Constantinople to Holland to inves-
tigate their medical properties. Some of the bulbs were stolen, which when planted gave
birth to a new industry. For decades, demand for tulip bulbs exceeded their capacity to
reproduce and prices rose as one would expect. The continuing rise in prices induced
people to believe that the upward trend would last forever. Once this delusion set in,
it was impossible to shake. Rather than planting bulbs to produce more bulbs, bags
of bulbs became the media for frenzied trading that overtook the nation. The Dutch
government was aware of the situation, but chose to do nothing, much like President
Calvin Coolidge’s failure to address the 1920s stock market bubble and the failure of Alan
Greenspan, head of the Federal Reserve, to address the 1990s—2000s housing bubble.
They feared the consequences of bursting a bubble when it was small, and by their fail-
ure to act, let it grow to a humongous size. When the bubble finally burst, as all bubbles
surely do, the floodtide of adverse consequences was enormously direr.

People abandoned worthwhile occupations to speculate in tulips. Buy, hold, and sell;
then buy some more became a mantra for untold wealth. Supply being short of demand
morphed into delusional mania, making price increases a self-fulfilling prophecy, which
reached a level of over $1,000 in current dollars for a single bulb, with exotic bulbs fetch-
ing several multiples more. Fortunes were made (and some presumably lost) trading bags
of bulbs in a volatile market. One of the first option markets in history occurred when
one could buy tulip bulbs for 10 percent of their value with the remaining 90 percent
due 90 or so days in the future. These call options were traded as paper tulips or tulip
derivatives alongside the cash market for physical tulips. Would having to pay only 10
percent of the purchase price for paper tulips affect the value of physical tulips in the cash
market? The answer would be affirmative if enough bags of tulips were withdrawn from
the physical market to back up transactions in the paper market. On the other hand, there
may have been no bags of tulips set aside to cover writing calls. In writing naked calls, the
underwriter takes the risk of a price rise. The transaction is simply a side bet on what’s
going to happen in the cash market. As long as derivative buying and selling are treated as
side bets to changes in market prices, there will be little or no impact on the cash price for
the physical. But if paper trading results in bags of tulips being withheld from the physical
market as collateral for the paper market, then reduced availability will impact prices. This
is a key challenge, or imbroglio, for those who want to link prices of paper derivatives to
physical commodities.'

A tulip bulb trader died leaving his orphaned children with nothing but a bag of tulip
bulbs found among his personal effects. Fortunately for them, they sold the bulbs and the
money was sufficient to support them for the rest of their lives. Had they waited until
after the tulip bubble burst, they would have died paupers. Bubbles don’t last forever.
This one burst during the winter of 1636/1637 when a single consignment of tulip bulbs
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at an auction drew no bidders. Another version was that a buyer failed to show up to pay
for his bag of bulbs. Either way, a single act was enough to awaken speculators from their
stupor as to the true value of a tulip bulb. Prices crashed by a factor of a hundred in a few
days, with financial panic and ruin in its wake.

A market implies rational investment decisions, while manipulation or mania or bub-
bles are the earmark of irrational investment decisions (buy not for any rational reason,
but as a simple act of faith that price, which was up from yesterday, will be up further
tomorrow). Some people wonder about those who rely blindly on computer algorithms
for trading stocks or commodities. Algorithms make irrationality appear rational. Suppose
that computer algorithms contain a rule that says sell dollars when oil prices go up. The
rule is based on a statistical analysis of the past relationship between dollars and oil prices.
A statistical relationship is not a scientific law such as the law of gravity. The law of gravity
is unchanging; statistical relationships are like relationships between individuals—they’re
subject to change and may even become irrelevant with time. When incorporated into
computer algorithms, a statistical relationship becomes a hard and fast dictum as unchang-
ing and unyielding as any irrational thought that overtakes a mob of gullible and hysterical
speculators. If the preponderance of transactions is fixed by computer algorithms, it is
going to be hard to break the rule to sell dollars when oil prices go up without being
wrong. At some point, however, the algorithm for one computer system may be changed
in recognition that the rule is not working quite as well as it had in the past. This could
potentially trigger changes to other computerized algorithms, leading to a rapid unwind-
ing of positions, which in the old days was called a market panic.

The degree of trading controlled by computer algorithms can be judged by the por-
tion of trading that appears to be the continual buying and selling of small positions
that are closed out at the end of a trading day, called flash or high-frequency trading.
Conservative estimates are that flash trading makes up half or more of trading activity;
some say it is the preponderance of trades. Flash trading establishes price by pitting one
set of computer algorithms against another. The winner is the firm with the superior set
of computer algorithms and whose computers are located at the shortest possible distance
from processors handling orders. This allows a firm to gain an electronic edge, measured
in microseconds, for front running (taking advantage of knowing the flow of orders to
buy and sell before others). This has little to do with the economic basis for determining
price by buyers and sellers continually negotiating with each other for the best deal in an
open and transparent market.

Oil Prices Reflect Declining Value of Dollar

One of the principal concerns of oil exporters is the loss of value of the US dollar as the
world’s petrocurrency for buying and selling oil and as a world’s reserve currency. The
loss of purchasing power from 1913 to 2015 can be seen in that it takes $23.55 of 2015
dollars to buy $1 worth of goods in 1913 when the Federal Reserve gained control over
the management of the nation’s currency. Under the guidance of the Federal Reserve,
the dollar has depreciated nearly continually since its formation except for a few years
during the Great Depression.'® Loss of over 95 percent of purchasing power means that
an average workman who made $2 a day in 1913 must make at least 20 times more or
$40 a day to stay even (on an after tax basis). This is not an enviable record of achieve-
ment for the private banks (US and foreign) who own and manage the Federal Reserve.



The Story of Big Oil 207

Currency depreciation is measured by the Consumer Price Index (CPI) compiled by
the US Bureau of Labor Statistics (BLS). Some feel that the calculation of the CPI may
involve a statistical sleight of hand since 1990 by deemphasizing or omitting food and
tuel in the calculation process to reduce the impact of their volatility on the published
CPI. Unfortunately there is an enormous incentive for the government to underesti-
mate inflation since cost of living adjustments (COLA) are built into social security and
government retirement programs. Shadow Government Statistics compiles a revised
CPI based on the BLS methodology employed in 1990. Their conclusion is that the
reported CPI has been understated by about 2.5-3.5 percent in absolute terms per
year from 2000 to 2014 and to a lesser extent between 1990 and 2000."7 According to
Shadow Government Statistics, the BLS-reported CPI of 1.5 percent in 2013 should
have been 5 percent using the 1990 BLS methodology for calculating CPI. The cumu-
lative impact of this understatement of the actual inflation rate, if true, for over two
decades would have doubled social security and retirement benefits by 2014. If Shadow
Government Statistics is anywhere near being true, then actual currency depreciation
may be of the order of 98 percent or more, meaning that an average workman who
made $2 a day in 1913 would have to make $100 or more per day on an after-tax basis
to be even in purchasing power. After-tax basis is no small adjustment given that taxes
on wages since 1913 rose from none to a significant portion of pre-tax income in the
form of Federal and state income taxes and compulsory contributions to entitlement
programs. Sleight of hand statistics do not fool anybody holding on to vast quantities
of US debt securities. They are well aware of the rising value of oil reserves below
ground versus the falling value of petrodollar reserves above ground. Higher priced oil
of around $100 per barrel both restores the purchasing power of an ever-depreciating
currency and reimburses purchasing power losses of petrocurrency primarily held in
low-yielding US government debt.

Oil Prices Reflect the Cost of Social Stability in Oil Producing Nations

People of oil exporting nations feel that a benefit of being born in an oil exporting nation
is their being provided basic amenities free of charge. This is not endemic to Middle East
nations, but to any nation where there is an escape from drudgery. The domestic econ-
omy of Spain collapsed in the wake of an influx of gold from the New World during the
reign of Philip II and his successors. Gold sparked inflationary pressures that ran up prices
of domestically made goods. People chose to rely on lower priced imports for their sup-
ply of goods, leading to the withering away of the domestic economy. With cessation of
gold from the New World, Spain was bereft of domestic industry to support its economy.
Its fall from power and decline in living standards was quick and unstoppable. The same
phenomenon occurred when the Groningen gas field was found offshore the Netherlands
in 1959, becoming the largest natural gas field in Europe and the tenth largest in the world
at that time. The Groningen gas field spawned the so-called “Dutch Disease” where
the run up in the value of the domestic currency from selling natural gas to Europeans
resulted in inflation, which adversely affected the price competitiveness of Dutch-made
goods. This induced consumers to purchase lower priced imported goods in preference
to domestic goods. Consequently, the domestic economy of the Netherlands withered in
the wake of the natural gas bonanza just as it had in Spain centuries earlier from the New
World gold bonanza. The Dutch Disease occurs anywhere when there is an easy way to
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avoid work. In the US, higher paying positions in gambling on price changes on Wall
Street drew talented people away from manufacturing on Main Street that harmed the
domestic economy. Worse yet, easy credit policies made it possible to borrow money on
continually rising home values and seemingly endless creation of lines of credit. Purchase
of goods from “made in America” to “made in China” eroded the domestic economy.
Ballooning debt removed the necessity of working harder to achieve a higher standard
of living. When the debt bubble finally burst, Americans could no longer refinance their
debt and what jobs were left disappeared. Many packed what they could in the family
SUV and rode off into the sunset, leaving furniture, personal belongings such as wedding
pictures and computers, and pets behind in their newly purchased homes. The pathology
of Dutch Disease can be blamed on the US becoming a consuming society built on a
house of credit cards rather than a producing society built on a solid foundation.

With oil revenues pouring into the national coffers of oil exporters, many people do
not see why they have to work or at least work hard to support their families. While
this sounds attractive to the ears of many, what have been the lasting benefits of oil pro-
ducers finally receiving just compensation for their oil resources? Are the people of Iraq,
Iran, Nigeria, Venezuela, and Sudan better off? Wars and corruption have taken their
toll. Moreover the Dutch Disease has affected the domestic economies of oil exporting
nations, even though they didn’t have much of an economy before oil prices boomed
in 1973. Figure 5.6 is the per capita gross domestic product (GDP) of Saudi Arabia and
Venezuela, founding members of OPEC, and Japan, a leading oil importer, indexed at
100 in 1972. Admittedly, this is not the best way to determine whether the population
has benefited from higher oil prices, but it’s at least an indication of the nation’s capacity
to produce goods and services. While Saudi Arabians are better off today than they were
in 1973, it is more a result of government programs to provide medical, educational, and
social services and fund mammoth imports than Saudi factories producing goods for the
people.

Figure 5.6 shows that per capita GDP contracted in Japan immediately following
the price hikes in 1973, then resumed its upward course despite the high price of oil.
Ironically the Japanese benefited from the oil crisis even though they import all their
energy needs. In the early 1970s Japan was producing higher quality, more fuel-efficient
automobiles than the mediocre quality gas guzzlers produced in the US. In the wake of
the oil crisis, the Japanese succeeded in capturing a significant share of the US automobile
market, which they managed to keep long after Detroit began producing higher quality
automobiles with better gas mileage. Per capita GDP for other nations in Asia, particu-
larly the Industrial Tigers (South Korea, Taiwan, Singapore, and Hong Kong), shows an
even more dramatic rise than Japan.

For the oil exporters, Saudi Arabia and Venezuela, per capita GDP expanded in the
years immediately following the 1973 oil crisis, particularly for the former. However,
these gains began to evaporate during the era of high oil prices and continued to erode
during the era of moderate oil prices. What is surprising is that the decline in per capita
GDP has fallen below 100. This implies that these nations are producing fewer goods
and services now on a per capita basis with oil around $100 a barrel in 2014 than when
oil was around $2—$3 a barrel in current dollars. This does not necessarily mean a lower
standard of living because per capita GDP may not fully reflect the portion of petro-
leum revenue distributed to the people in the form of social, educational, and medical
services, and the role of imports in sustaining living standards. Maybe the Shah’s advice
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Figure 5.6 Per Capita GDP for Japan, Saudi Arabia, and Venezuela from 1972 to 2013 (Index 1972=100)

for Westerners to learn to work harder should be heeded by oil exporters suffering from
the Dutch Disease.

Another contributing factor for the declining per capita GDP in Venezuela and Saudi
Arabia is their booming populations. The population of Venezuela has almost tripled
from 11 million in 1972 to nearly 31 million in 2015, while the population of Saudi
Arabia has quadrupled from 6.6 million in 1972 to 30 million in 2015. There is a large
immigrant population in Saudi Arabia performing menial tasks avoided by the Saudis.
Domestic production of goods and services, as measured by GDP, would have to mul-
tiply several times over for Venezuela and Saudi Arabia to restore per capita GDP to the
same level of 1972 when oil prices were low.

Part of Venezuela’s decline in per capita GDP in the early 2000s was a consequence
of civil unrest. Unrest still prevails for a people whose expectations on government lar-
gesse from oil revenues are not fulfilled; nor will they be fulfilled from declining oil
production, a result of “politicizing” the oil industry workforce; nor will the return
of lower oil prices help. Perez Alfonso, principal architect of OPEC and Venezuelan
oil minister in the 1970s, called oil the “devil’s excrement” that would eventually ruin
Venezuela. Maybe he was right. Venezuela, Iran, Nigeria, Mexico, Russia, and other oil
exporters need high-priced oil to fulfill social promises that they’ve made to their people.
Political instability and civil unrest in these nations would follow a prolonged period of
low oil prices, although political instability shows signs of existence even with high oil
prices. Saudi Arabia may be able to extract crude oil including a return on investment for
$5 per barrel or less, but they cannot afford to sell at that price for the government to ful-
fill its promises. For instance, in 2012, King Abdullah bin Abdulaziz announced by royal
decree that all civil servants and military personnel would be given two months of salary,
university students would receive a two-month stipend, job seekers would receive an
equivalent of $533 per month while job hunting, minimum wages would be increased,
60,000 law enforcement jobs would be created, and 500,000 new houses would be built
for nearly $70 billion as part of a $130 billion spending program. Estimates are that with
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this announced program, Saudi Arabia would need about $100 per barrel to sustain its
oil infrastructure and social programs. The United Arab Emirates needs $85 per barrel,
$119 for Bahrain, $120 for Russia, and similar amounts for other oil exporting nations.'®

Oil Prices Reflect the Marginal Cost of New Productive Capacity

Unfortunately for OPEC, oil price to ensure domestic tranquility and preserve value
of their petrodollar reserves is high enough to develop not only high-cost non-OPEC
conventional oil fields, but nonconventional sources of oil such as oil sands in Canada,
fracking of oil in tight sand and shale formations in the US and elsewhere, and deep water
oil fields in an ocean depth of two miles where wells must be drilled five miles into the
ocean bottom to reach oil. As an example of the cost of marginal oil, while the UK sector
of the North Sea produces a little over half of UK energy needs, production is off by 70
percent from its peak in 1999 and still falling. It is five times more expensive to extract a
barrel of North Sea oil in 2014 than in 2002 (part of the problem have been three major
tax increases in 2002, 2006, and 2011 on oil firms).'” Figure 5.7 is illustrative of the price
of oil neces